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ABSTRACT

The tests deseribed in Laboratory Report 16. 171 verified the feasibility of 2400-baud
digital transmission over VHF radio as a means of increasing the capacity of voice
mobile public safety communication channels., Data derived from these tests on a phase
modulation-synchronous detection system included the percentage of error-free mes-
sages for each transmission path, plus error distributions for the messages containing
errors. The present study was undertaken because automatic error detection and cor-
rection by retransmission will be essential in applications such as the proposed Mobile
Terminal System. This study used computer simulation to examine several recommended
error-detection codes in relation to the observed error distributions.

In the 33, 000 error patterns processed, simple parity checks missed 67 of the messages
in error; longitudinal redundancy checks missed 2%; and a combination of simple parity
and LRC missed 1.4%. Nine polynomial codes were tested and all proved very success-
ful. The SABRE/PARS code (polynomial CCC :X6 + X2 + 1) missed only 0.1%, and the
other eight polynomial codes detected every message in error. In addition to the
SABRE/PARS code, two other IBM codes were tested--CRC-12 and CRC-16, plus a
proposed CCITT code, two Fire codes, a Bose-Chaudhuri-Hocquenghem code, and two
interlaced Hamming codes.

*Draft completed December 1969.

**Wood, F. B., "Reliability of 2400-Baud Digital Transmission over VHF Mobile Radio
Links,'" Los Gatos, California, September 15, 1968.
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Fig. 1. The Santa Clara Valley, Showing Transmission Paths and Test Results
(Bold black lines with letter codes are the test routes followed by the

mobile unit.

The test routes are further described in Table 2.)
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I. INTRODUCTION

In the summer of 1967, 2400-baud digital data transmission was tested
over VHF radio links in a scries of experiments involving a mobile unit
in contact with a base station at the Los Gatos Laboratory. Those tests
{described in Laboratory Report 16. 1711) confirmed the feasihility of
using digital transmission to increase the message capacity of over-
crowded voice communication channels. The demands of public safety
communication systems (police, fire, ambulance) and of commercial
radio-dispatched services create a need for more efficient use of

the available channels,

A Mobile Terminal System has been proposed which could improve
communications in a police department, for instance, by transmitting
most messages to and from mobile units in computer-coded form. Since
a high degree of accuracy would be essential in such a system, error
detection and automatic retransmission would also he essential, The
digital transmission tests were therefore planned so that complete error
data would be available as a realistic hasis for the choice of error
detection codes for a working system.

The mobile unit, a station wagon, cruised around the Santa Clara
Valiey so that a number of different transmission paths could he tested
(see Fig. 1). The 2400-baud signals were transmitted over 151 MIlz F'M
radio links. TFrom selected sample areas, prereccrded phase-modulated
audio waveforms were transmitted from the station wagon to the
Laboratory. A tape recorder in the station wagon recorded the messages
transmitted from the base station, i.e., recorded the analog waveforms
from the discriminator of the VHF radio receiver. Each message con-
sisted of 127 bits as shown in Fig. 2. Later, in the Laboratory, the
tapes were read through a demodulator into a special terminal control
unit on the paper tape channel of an IBM 1620 computer.
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SYNC-IDLE  MESSAGE
] BIT 1-14 BIT 15-117

»l

y

0101010111100110010100010001100001 111011111
0101101010011011001110110111010010010110001

110010000101110000C1 1010000001001 11111100

EOM
BIT 118-127

Fig. 2. 127-Bit Standard Message Used in Tests

Table 1. Summary of Test Results

5 miles (15-Bit Sync Idle)

TEST NUMBER OF % ERRCR % < 4
MESSAGES FREE ERRCORS
BASE TO MOBILE
A Country Road, 1 to 3 miles 4482 &9 ] 80 J
B Intercity Freeway, 4 to 10 I 4877 8% L 94
miles
C City Street and Depressed |
Highway, 10 to 13 miles 4150 38 6
D Industrial Freewoy, 14 miles 1331 9
{Intermodulation Noise) 0
E Country Highway, 13 miles 449¢ 83 94
F Downtown Street, & to 7 miles 5829 54 77
G Suburban Through Street, 2 to
5 miles ' 6000 9 78
MOBILE TO BASE
H Downtown Street, 6 1o 7
miles (14-Bit Sync Idle) 3244 4 9
| Downtown Street, 6ta 7 ‘{
miles {15-Bit Sync [dle) 4932 &0 70
J Suburbaen Through Street, 2 to {
5 miles (14-Bit Syne Idle) 2547 69 % |
K Suburbon Through Street, 2 to 1647 58-80 89
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Both sets of messages--those to and from the mobile unit--were stored
on disk files by 2 message control program. A 1620 message analysis
program compared each message as received with the standard message
transmitted. If a message had any error in text or discrepancy in control
characters, cards were punched with the complete message as received
by the computer, plus flag codes indicating any input/output correction
procedures that were necessary to blank out illegal characters generated
by the errors. The cards also identified the particular test and message
involved, and contained a tabulation of the error count. Table 1 summar-
izes the test results in terms of error-free messages and messages con-
taining four errors or less. Table 2 indicates the effects of various trans-
mission paths in Santa Clara County.

The cards were then fed to an IBM 1800 computer for statistical analy-
sis of the error distributions (see Report 16,171 for the results). After
the analysis the error data was in the form of condensed-format cards
which included the octal pattern of each error. The data was then stored
on magnetic fape to be uged as the raw material for the evaluation of var-
ious error detection codes in the study reported here. That maierial re-
mains available to check error detectability with additional codes if that
seems advisable.

II. CHOICE OF ERROR DETECTION CODES TC BE STUDIED

The plan was to use the accumulated error data and simulate the effect of
various codes to determine their relative effectiveness. In choosing the
codes to be tested, we were influenced by the nature of the projected appli-
cation, the experience of others with error detection codes in similar
communication systems, and the particular characteristics of the set of
error data provided hy the transmission experiments,

Our simulation was organized on two levels: (1) on the basis of the num-
ber of hits per character (8, 7, or 6), and (2) on the basis of 15 error-
detection codes that might be considered.

Simulation of an eight-bit character code was included because of the
existence of IBM EDCDIC and ASCII-8 codes, and the possibility that the
United States of America Standards Institute may establish a USASII-8
code for informaticn interchange.

Seven-bit character codes were simulated because the present USASI]
standard for information interchange is a seven-hbit code, It was felt that,
if a standard were set for police communications, it would likely be USASCII
or some future standard.
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Table 2. Error Distributions for Different Transmission Paths

1 BASE TO MOBILE MOBILE TO BASE
|
TEST A TEST B TEST C TESTD | TESTE TESTF TESTG | TESTH i TEST | TEST J TEST K
Country Intercity | City St. industel, | Country | Downtwn | Suburb. | Downtwn | Downtwn |Suburb, {Suburk.
Read, 1 Freeway | & Depres- | Freeway | Highway | Street Thru- Street Street Thru- Thru-
to 3 mi, 41010 | sed High- | 14 mi, 13 mi. bta 7 Street bto 7 mi.{ 6to 7 mi. Street Streer
mi. way, 10 {inter- mi. 2t05 (14-Bit {15-8it |[2toSmi.{2tc 5 mi,,
to 13 mi. | modulo= mi. Sync 'die)| Sync Idle)j{14-Bit |(15-Bit |
tion Syne Idle)|Sync idle)'
Noisa) l K
I
Messages Sent 4682 6877 4150 1331 4499 582% 4000 3246 4932 2547 1647
Short Messages (%)
126 bits 6.14 1.60 9.0C 18.30 2.16 6,90 0.70 14,90 10,60 2,12 3.8 r
43 bits 5.34 1,05 8.83 23.05 1.86 6.60 0.55 14,64 10.88 1.18 3.3 |
31 hits 3,22 (.44 7.15 21,00 ¢ 1.80 0.06 3.99 .40 0,03 0.4 J
frror-free Messages| (7o) |
48,40 88.40 37.90 9.45 83.00 54,00 94,80 53.90 60,20 49,06 57.5
Sync Bad,
But Text QK 0.15 0.03 0.41 0,02 0,07 0,01 0.07 0,18 1.50 Q 22,9
Recoverable Messoges 68.55 | 58.81 | 38.31 9.47 [ #83.07 | 54.01 94.87 | 54.08 | 61.70 [69.06  |80.4
ERROR DISTRIBUTIONS %
No. of Errors I ]
i 4,75 2.53 10,11 3.46 5.15 10,02 2,29 Z2.14 5.25 19.70 6,3
Cumulative % 73.31 91.14 48.42 12,93 88,22 64.03 97.16 56,22 66.95 88.70 846.7
2 3.78 1.98 10.64 3.38 3.70 7.60 .74 1.34 1.75 5.81 1.3
Cumulative % 77.0% 93,12 59.06 16,31 91.92 71.63 $7.90 57.56 68.70 24.57 §8.0
3-4 2,46 1.56 6,68 3.90 V.68 5.20 0.35 1.04 1,20 1.38 1.3
Cumulative % 72.55 94,468 65,74 20,21 93.60 76,65 98.25 58,40 69.%0 95.89 89.3
5-8 2,29 1.43 4,26 5,79 1.12 4,70 0.38 1.77 0.95 0.16 0.9
9-10 1.11 0,34 1.62 2,55 0.40 1,30 0.09 0,64 0.41 0,04 0.1
17-32 0,42 0,04 0.85 1,50 0.04 0.10 ¢ 0.09 0.08 0,39 0.1
33-44 2.14 0.38 2,92 7.59 0.61 1.50 0.55 5.38 6,10 + 0.3t 6.5+
1.50° 22,9° 7
45127 0,04 0 0.01 JJ.U‘ 0 0 [ o] [ 0.03 TO 0 0 J
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Six-bit character codes were considered because there are computer-
communication systems in the field that might be modified for police com-
munications using six-bit codes, We also found some opinion that a smaller
character set such as 47 character plus a few control characters might he
adequate for police use.

A. CODES SIMULATED BY REASON OF COMPATIBILITY WITH EXISTING
HARDWARE AND SOFTWARE

Although it may he desirahble to desigh new communication adapters to
connect police radio systems to a computer, it is important to know the
performance of existing systems that might be adapted to police use,

1. Parity and Longitudinal Redundancy (LRC) Codes

Since there are many computer systems with either six-hit or seven-hit
codes, we simulated adding a parity bit to each character and dividing the
127-bit test messages both into eight-bit groups and seven-bit groups. A
common method of providing a higher level of error detection than simple
parity is to add a longitudinal redundancy check at the end of each message
or block of characters. In these simulations we included tests of parity
bits on each character, longitudinal redundancy checks at the end of mes-
sages, and the two combined.

2, Codes Available with IBM Binary Synchronous Communication {BSC)
Adapters

For BSC, two polynomial codes are provided, namely, CRC-16 and CRC-
12. CRC-16 uses two eight-bit characters for a cyclic code check at the
end of each block. This code is derived from the product of two primitive
polynomials:

1 5 %
X+ exen = x84 x? e xT 1), or 11000000000000101.

The properties of this code as summarized by Gorog? are as follows:

(1) It detects any three errors (minimum distance of four) in a message
of length less than or equal to 2 5_1. Minimum distance of four means
that every allowable message in the set differs in at least four bit positions
from every other message in the set.

{2} 1t also detects any group of two bursts of two errors each in a mes-
sage of the same length as above.

{3) It requires minimum hardware since with only two non-zero coeffi-
cients (in addition to the end terms X1% and X ) only two internal Exclusive-
OR circuits (EOR's) are required. (For the theorems from which the prop-~
erties of the code can be derived, see Ref, 3.)
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CRC-12, specified for six-bit Transcode, is a 12-bit polynomial code
derived as follows:
11 2 12 i1 3 2
X+D(X +X +1 = (X T+X +X X" +X+ 1),
or 110000000}1111.

This code has the first and second properties listed for CRC~16, but re-
quires more hardware. An alternate code suggested but not tried has the
capabilities of CRC-12 but requires fewer internal EOR circuits {two less
than needed by CRC-12). The alternate code is derived in this way:

2 o510 L %% 1 1), or 1010000100001.

This and other alternatives can, of course, be evaluated on the basis of
the accumulated error data if that is considered desirable in the future.

3. Code in Use in Airline-Reservation System

A six-bit polynomial code designated as CCC is used in the IBM-PARS
{Programmed Airline Reservation System)}. Since the adaptation of PARS
is one way of developing a police resource allocation system, it is desir-
able to know the performance of this model:

6 .5
(X + X +1), or 1100001,

B. CODE CONSIDERED BY REASON OTF BEING A POTENTIAL STANDARD

There are a number of 16-hit cyclic codes which have all the capabilities
listed for CRC~16 plus some additional advantages. One such code was
proposed by Standard Elektrik, A.G. and Siemens, A.G. in their joint
contribution to the CCITT:

16 12 5
(X +X +X +1, or 100010000001006001.

This code can detect two larger error hursts (of thiree, four, or maybe
five bits in shorter message lengths, depending on the message length
chosen) in addition to those detectable by the CRC-16 code.

C, CODES CONSIDERED BY REASON OF HIGHER DETECTION CAPABILITY

Certain ground rules for the choice of error-detection codes were suggested
by Tang*l on examination of the particular error distributions which occur-
red in the digital transmission tests. After noting that error detection is
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the main goal, since retranmission will be requested when errors are de-
tected, Tang makes three main points:

(1) "The 64-character or 512-bit memory to be used implies a
code length no longer than 512 bits. Preferably the code length
should he equal to an integral fraction of 512 bits, such as
128 bits or 256 hits."

(2) "It is necessary to detect more than 5 bit errors in a block
of 127 bits. "

{3y "There is no indication that only one or two short bursts usually
occur in such a block. However, it seems reasonable to assume
that errors tend to cluster.”

On the basis of this analysis, Tang suggests a number of possible
codes. (These codes are typically referred to by the name of the person
who devised them.)

1. Fire Codes
Fire codes offer many possibilities, such as these two examples:

a. g(x) = (X10 + 1)(X6 - X + 1), with 16 check bits.

The natural code length N = 6302>512; it can detect two bursts of length
b1 and by where by + by 11.

19
b. g(X) = (X + 1)(X5 + X2 + 1), with 24 check bhits.

The natural code length N = 589> 512; it can detect single bursts of length
24 or less, or combinations of two bursts whose sum (by + b2) is less than
or equal to 20 bits and the shorter burst is less than or equal to 6 bits in
length.

2. Bose-Chaudhuri-Heequenghem (BCH) Codes

BCH codes also offer various possibilities, such as:
8 4 3 2 3 6 5 4
gxX)y = (X +X +¥X¥ +X + DX +X +X +X +X2+X+1)

8 7 6 ) 4 2
(X7 - X +X + X +X +X"+1), with 24 check bits.

This code with a natural length N = 255 can detect 6 random bit errors.
Adding an overall parity bit to the above code will increase by one the
code length, number of check bits and number of detectable errors.
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3. Hamming Codes
Two interleaved Hamming codes are suggested:

a. "An augmented Hamming (128, 120} code can he obtained by generating
a code with g(X) = x7 + X3+ 1 and add an overall parity bit, Interleaving
this code at a 4-hit period, one has a (512, 480) code capable of detecting
two bursts of length 4 and also combinations of many random errors.
There are 32 check bits. "4

b. "Augmenting a Hamming code generated by g(X) = X% + 32 + 1 with an
overall parity, one obtains a (32, 26) code. This code can be interleaved
at an 8-hit period to yield a (256, 208) code capable of detecting two bursts
of length 8 or many combinations of random errors. There are 48 check
bits, "4

4. Reed-Solomon Codes

Reed-Solomon codes are also possible candidates:

"With 8-bit characters, the natural code length of R-S codes is N =
8 x 255> 512 hits. One can denote the 255 non-zero characters by the
powers of a gertain 'primitive element', &4, The polynomial (g(X) =
(X- AN X-AT) === (X-K t) then generates a code capable of detecting t
character errors. There are t check characters or 8t check hits., TFor
instance, to detect 5 character errors, one needs 40 check bits. "4

Table 3. Characteristics of Polynomial Codes Selected.

List Position
No. Polynomial Last Digit
Code 1 110000600000000101 17
Code 2 10010000001600001 17

Code 3 10000110001000011 17

Code 4 1001010000000000000100101 25
Code 5 1101111001100001011111111 25

Code 6 110011011 9
Code 7 1101111 7
Code 8 1100000001111 13
Code 9 1100001 7
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D, SUMMARY OF CODES CHOSEN FOR SIMULATION IN THIS STUDY

The different codes simulated in the computer programs in this study are
identified as follows:

Code A - Single parity bit on 7-bit code making 8-bit byte including parity.
Code B - Longitudinal redundancy check on string of 8-bit bytes.

Code C - Single parity bit on 6-bit code group making 7-hit character.
Code D - Longitudinal redundancy check on string of 7-bit characters.
Code E - Combination of parity and LRC using both Codes A and B.

Code F ~ Combination of parity and LRC using both Codes C and D.

The polynomial codes were identified in the simulation programs by
hexadecimal numbers D1 through D%, which are labeled Code 1 through
Code 9 and the undetected error counts were labeled by the alphanumeric
equivalents J through R of the hex numbers D1 through D3.

Code 1 (D1 or J) IBM Cyeclic Redundancy Code CRC=16 using two eight-
bit bytes for a polynomial redundancy check

Proposed Comite Consultative Internationale Telephone
et Telegraf (CCITT) Cyclic Code of 16 bits

A FireCode of 16 check bits for burst error detection
A second example of & Fire Code with 24 check bits

A Bose-Chaudhuri-Hocquenghem (BCH) error detection
code of 24 check bits

Four Hamming Codes of eight check bits interlaced
Eight Hamming Codes of 5-bit code plus parity inter-
leaved for a 48-bit check word

IBM Cyclic Redundancy Code CRC-12 using two six-
bit characters

IBM Cyelic Redundancy Code CCC using one six-hit
check character as in SABRE/PARS

Code 2 (D2 or K)

Code 3 D3 or L))
Code 4 (D4 or M)
Code 5 (D5 or N)

Code 6 (D6 or Q)
Code 7 (D7 or P)

Code 8 (D8 or Q)

Code 9 (D9 or R)

Table 3 characterizes the nine polynomial codes, indicating the binary
representation of the code polynomial, the position of the last digit, and
the degree of interlace. The last digit position is used to start the
modulo-2 division at the right place in the simulated decoding of the error
patterns. An interlace number of one means there was no interlace, be-
cause only one polynomial was used in the decoding. The interlace values
of 4 and 8, respectively, for Codes 6 and 7 indicate that 4 and & identical
polynomials were used in the simulated decoding, with the four polynomials
operating on bits k, k+1, k+2, and k+3, respectively, for Code 6.
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Program M231

~# | Brings error patterns from tape Sub OPRM 4
to core/sets up tables Prints time and
r step numbers
on console
Suproutine Eva2
Evatuates parity & LRC Operator
in 8-bit format option to
Codes A, B, E. stop for
L later restart
Subroutine Poiy 7 ‘
Code 1% Stop
2 Punches
3 Subroutine Cards for
4 Remd initializing
5 Div by Polyn tables on
8 ‘ continuing
7 : run

Evaluates Codes 8, 9

J

Evaluates parity & LRC in
7-bit Format Codes C,D,F.

L Posts statistics and
returns

Fig. 3. Outline of Computer Program to
Evaluate Error Detecting Codes

II1. SIMULATION OF ERROR DETECTION

As Fig. 3 indicates, the first step in the simulation program is to bring
a batch of error messages (up to 150) from tape to core. The size of the
batch was determined by limitations on the transfer of full message pat-
terns from the 1620 computer to the 1800 computer for condensing the
error pattern data prior to entry into the System /360 Mod 50. The selec-
tion of the number of messages in a batch was influenced by the original
message format, charactleristics of the card reader on the 1800 computer,
requirements for time-sharing of the 1800, and other factors.

The simulation program requires large core and long C PU time on
the Mod 50. In order to prevent the simulation program from blocking
ordinary job shop time sharing under MVT (Multiple Variable Task Time

10
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Sharing) features were included to permit cancellation of the job at selected
points where partial results could be saved for restarting the program
later. The Subroutine OPRM4 was provided to type out time and step
information at the console so that the operator could decide when to can-
cel the simulation program in the interest of providing fair time-sharing
for other projects. When cancelled, the program punches control cards
to be read in as data cards when the program is restarted,

In simulating the parity check, the program counts the number of errors,
if any, in each pseudo-character in the message. If there are none a
period (.) is stored in the parity string. If one or more errors is counted,
the modulo-2 value of the count (i.e., '0" or '1") is stored for that char-
acter. The results can be seen in Fig. 4, which is a debugging printout
for one 128-bit message (127-bhit message plus an extra '0"). It shows
the error-detecting capabilities of all the codes in relation to that particu-
lar error pattern or message. The parity string just referred to is the
seventh line, which begins with "VRC(PAR)."

The error pattern being analvzed is displayed in octal form in the third
line (starting with 'K"). The header information means that the error pat-
tern is from test number 23029, message number 12, and that two bits
were found to be in error. (These numbers come after 'K', 'P', and 'R’,
respectively.)

As pointed out in the figure, the error pattern in this case is

1 0 2 --octal in the third line, or
001000010 ~-bhinary in lines 6, 43 and 46

When the message is divided into groups representing eight-bit characters,
the two errors fall into different chavacters and both are detected, This
can be read from (again) the seventh line of the printout which represents
Code A and Code B. On the seventh line after "VRC (PAR)", each period
(.) indicated no error in that pseudo-character. A one (1) indicates a de-
tectable error.

When the message is divided into seven-hit groups (see lower part of
figure, lines 43 and 44) the two errors fall into one group, so that the
parity string contains all periods with exception of one '0', and this means
that the parity check fails.

The error detection failures are summarized on cards V and X. At the
end of each batch of 150 messages, grand totals are entered on cards W
and Y, as shown in Figs. 5 and 6. For example, on line 2 of card X, the
1" to the right of 'C’ means that in this batch of messages prior to mes-
sage No. 12, Code C had one failure. After the failure shown in line 44,
we note that in line 52 the number to the right of 'C' has changed from '1'
to '27,

11
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Fig. 4. Debugging Output for One Cycle of
Error-Detection Simulation
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— -
FRACR DETFCTAZILITY OF PA2TTY AND LRC COOES
TEST Nri. NGl FRR JUnnETRCTETY TRTOEFS Y UULE
Y -CARD "
FTILE I
2366554 101R2G754 1748 30F 250 1060 33F 22 TOT PAR/JLRC 1
TEST NUMBER
FILE 2
RS 310k 449k LR L 30E 2IC 210D 2GF 21 TCT TEP/LEL C
_, 5829 MESSAGES INTEST
FTLE 3
¥Y23253Q5R2GR 32234 4RTR ACE  H8C &4ATD  92F &8 TCT PAR/JLRC o]
£112 MESSAGES CONTRINED ERRORS
F —mtee ¥ FILE 4
Y??lZGSBRTCﬂETlaﬂ 151 Z1F T 1430 13F 1o TCVY FAR/JLRCD Lo
Ltm ERRORS WERE NaT DETECED BY CODER
FILE 5
¥Y23315SA9NNR6544 61R 17E 1¢C 6210 21F 19 TGOT PAR/JLRC ¢
FILF &
T Y7 IISASALICURTIGIRR Roon Tic 450 5090 65T 4! Tul FPAL/JLRL o]
FILE 7
¥2552253246R1 7648 1378 1317 1C 154950 112F 91 TOT PAR/LRC C
. FILF 8
Y RG 338 GN ARz Iah 197 2000 1590 71TV T8 TR0 TOT PAR/LRCT o]
FILE T
Y2R44452547R 186 2403  ASE 1C 110 2F 1 TCT PAR/JLRC n
FILCD 10
¥2558581447R GALTAT T2 T T AE T TTATTTTIILDTTTTE 7 TCT TARY/TRT C
FILE 11
Y2316651181R 1304 12738 33C 230 1480 33F 28 TOT PAR/JLRC I
ToMS 46802 3350 2\ 696 415 2093 GOS 411 )

Fig. 5. Failures of Parity and LRC Codes
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FERCR DFTETTACTILITY

GEPLGUYNOMTAL TUDES

TESY N, MEG FREJUNTFYECTED FRRURS CY CLoc
MW - CARD
L FILE 1
U_;y%b&salomzww JK CL oM oh 0 oP oQ OR O TaTiCyCLIC)= O
FiILE 2
WZ3217559350R4499) CK oL oM N cn ap cn onr 0 TAOTICYCLIC)K= O
FILE 3
W232A35502623223 CK CL 0N Ch Cl or cQ oORr 12 10T(CYCLIC)Y=" 5
FILE 4
W21 245687761124 NK oL oM N On ce 043 OR 1 TOT(CYCLIC)Y= G
FI1LF 5
R2AX1556G70RL5440 GK L (R O~ an [orsd [efs: 13 I ToTICYTLTCi= ¢C
17 _/4‘50“\%;“55 :
T FILE A
wa2dtsadaiscfleld Ak ot e an co op no  or (7)ToTiCYoLIC)= o
9 I
0 16i® IN ERROR T NOT DETECTED BY CODER.  ritr 7
FAPSR2251724A0 1 TAG) oK oL ™ GH [4)] MY [a)4] BIY I TOTTICYCLTOY="TT
&
3 FILF 8
sW256037154932102975) 0K oL M BN no np o CR 2 TOTECYCLIC ) = C
3
2 f1Le 9
WZ2544452847R17850 7 7 0K T 0L ™ CHN [ or 18} TR 2 FOTICYCLTICT=""17 h
FILE 10
W255895S164TR 9474 nK GL M nny Iy cr nn falt 1 mmTicyLIcr= ¢
FLLF 11
TTRITIAES TTRIC TI0T TIK T 0L T T N T o 0TJ ARt HOTMNOTTYTLICT= T
TOTRLS 0 0 0 o Q o 0 3 3R

*ig. 6. Cumulated Failures for Polynomial Codes
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Subroutine POLYY7 divides the error pattern by the polynomial corres-
ponding to the code and saves the remainder which is determined by sub-
routine REMD. In Fig. 4, the remainder is printed on the line following
the line labeled with the code number. For example, division by the CRC-
16 polynomial gives a remainder of 1100000001010000 at the right hand end
of line 9. If the remainder is all zeros (possible, of course, in the event
that the error pattern equals the code polynomial or is a multiple of the
code polynomial), the code does not detect that there is an error in the
message.

Two sample hand calculations of the remainders are given in Appendix
A as Figs. Al and A2. As may be noted in Fig. 4, the remainders are
computed for each interlaced section for the interlaced Hamming codes
6 and 7.

The evaluation of codes 8 and 9 follows the algerithm of POLYT but
with different constants. These codes were handled under EVAZ2 instead
of POLYT because of a maximum size limitation on the size of the sub-
routines. To evaluate these two codes, the program regroups the error
message into six-bit characters.

For the seven-hit character parity and LRC simulation, subroutine
EVA regroups the errvor pattern and then applies the same parity and LRC
check procedures as for the eight-bit case,

IV. RESULTS AND CONCLUSIONS

TFigure 5 lists the failures of parity and LRC codes, derived from the Y-
card counters indicated in Fig. 4. Figure 6 shows the cumulated failures
for the polynomial codes, from the W-card counters also marked in Fig. 4.

Only one polynomial code failed to detect all the errors, namely, the
SABRE/PPARS code. This code missed 32 messages of the 33, 000 mes-
sages in error, for a failure rate of 0.1%. The undetected error rates
are not significantly different for seven-bits-plus-parity and six-bits-plus-
parity. Simple parity checks missed 67 of the messages in error; longi-
tudinal redundancy checks missed 2%; and the parity/LRC combination
missed 1.4%.

These results lead to the conclusion that for the digital transmission
method under consideration--phase modulation with synchronous detection
of 2400-baud signals on 151 MHz FM radio links--polynomial codes of
12th degree or higher are needed to assure near-perfect error detection.
The sample of 33,000 error patterns is not large enough to give us the
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error rate for 12-bit polynomial codes. However, we can make a first
approximation to the rates for higher order codes by the following approxi-
mate formulas:

Given an undetected error rate for CCC (6th order polynomial) of 1 in
1000 messages in error, the estimated rate of a 12th order polynomial
is 1 in 64, 000 messages in error (that is, 1000 x 2 ), and the estimated
rate for a 16th order polynomial is 1 in 1,024, 000 messages in error
(that is, 64,000 x 2%,

It should be noted that these estimates are limited to the particular con-
ditions of the 2400-baud tests described in IBM Laboratory Report 16.171.
For other conditions, one would need to make new tests or at the least
project the effect of changed conditions on the error rate and error pattern
distribution. It should also be noted that the present study does not go
into the relative effectiveness of different codes of the same order.
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APPENDIX A. SAMPLE DIVISION BY CODE POLYNOMIALS

As a cheek on the simulated operation of the polynomial error detection
codes, two samples from Fig. 4 are worked out in detail. These provide
a means of verifying the accuracy of subroutines POLYT7 and REMD.
Figure Al is an example of dividing by the polynomial for Code 1; Figure
A2, for Code 2.

Code 1

1111 1000 0000 0010 000 Dividend

1100 0000 0000 0010 1 {1000 0190 0000 0000 0000 0000 0000 0000 000 Error
Polynomial Divisor 1100 0000 0000 0010 1 pattern
100 0100 0000 0010 10
116 0000 0000 0001 01
10 0100 0000 0011 110
11 0000 Q0006 0000 101
1 0100 0000 001 0110
1 1000 000G 0000 0101
11060 0000 0011 0011 @
i100 0000 0000 0010 1
11 0003 1000 0000 000
See Fig. 4, Line Code 1 and 11 0000 G000 0000 101
remainder on line below Code 1. 1 1000 0000 10190 000 Remainder

Fig. Al. Example of Division by Code 1 Polynomial.

Code 2
1000 1100 1101 1100 110 Dividend

1000 1000 0001 0000 1 {1000 0100 0000 0000 0000 0000 0000 0000 000 Error
Code Polynomial 1000 1000 0001 0000 1 pattern
1100 0001 0000 1
1000 1000 0001 0000 1
100 1001 0001 1000 1
100 0100 0000 1000 01
1101 0001 0000 11
1000 1000 0001 Q00 1
101 1001 GO0l 1100 1
100 0100 G000 1000 01
1 1101 0001 0100 11
1 0001 0000 0010 0001
1100 0001 €110 1101
1000 1000 0001 0000 1
100 1001 0111 1101 1
100 0100 0000 1000 01
1101 0111 D161 11
1600 1000 0001 Co0G 1
©101 1111 0100 1100 1
100 0100 0000 1000 01
1 1¢11 01CG0 0100 001 Remainder

Fig. A2. Example of Division of Code 2 Polynomial.
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APPENDIX B. ERROR PATTERNS NOT DETECTED BY CODE 9 (SABRE/PARS)

The 32 error patterns that Code 9 failed to detect in the simulation error
detection are listed in Table B, The number after 'K' is the test number,
the number after 'P' is the message number, and the number after 'R’ is
the number of digits in error. A letter 'M' before the symbol 'S14' indi-
cates that the end-of-message control character was missing, i.e., lost
or slipped out of position. The 43-digit octal string represents 129 binary
digits. The first 127 digits represent the error pattern. The last two
are dummies inserted by the binary-to-octal conversion, The last octal
digit is overlaid by symbol 181 to represent the end-of-message character.
When the EOM character is lost, '18' is artificially placed in octal digits
42 and 43. When a section of the message is lost, the lost part is filled
in with 8's,

Figures B1 and B2 illustrate the division by the polynomial to obtain
zero remainder yielding an undetected error. Figure Bl is for "K23340
P 128" in File 3; Figure B2 is for 'K23141 PP 2' in File 6.

1 Code 9
1160001 | 00 1100 001 Oct '141°
1100 001
0

Fig. Bl. Polynomial Division for 'K23340 P 128' in Tile 3

1001111

1100001 |011010011011110 Oct "32336'
1100001

1000101
1100001
1001001
1100001

1010001

1100001

1100001

1100001

0

Fig. B2. Polynomial Division for 'K23141 P 2' in File 6.
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Table B. Error Patterns Not Detected by CCC Code

FEEY NG, MSG ERR LN * ERRCP PATTERAN IN UCTAL END=B
FILE 1
FILE 2
FILE 13
K23221P 30Q PM2 €3 ST4 CCCCTC20000000N0DNID0N30CI23h0%20TCI00N308
K23229P Qv 3M253 S14 2CUCTOIIAC0O0C0005300300000322000C002004008
X23233F T17% SVZ53 ¥ S14 000G 0o000039000 0055300010500l E201h0023618
K21233P  HOR 4M253  S1e  ~2CC0M3040C30C5000502G01010022C16200003500C8
KZ37234P 571 4M2 53 514  O0COOCN4CON0ACECACS2C1I0ICo0G2L0NCINT2uNC0s
K2324CP  12P 11M252 S14 COOCO002 140400000004 00000C 09000200007 020008
R73240P 1282 3M253 S14 CCICCNIT nICE00 20000 hh014lNT et 0.CUnCU000R
X23242P 21R AM253 Sl4 025C00XC0ICI0314T1400000C0I5095600905005C8R
K73243P IR 4M253 M 514 OCCTCNO3D0033C0NGSA0I0030C0IZCICCornID4018
K23285P 522 5M25% S14  000CAI209009020009322000055902012090CN030008
{73755P 74R FEE! St4 COCCoGCtrt0ln0a02032CCCalCIolo0nnlonrs4nts
K23257P 557 OMLTY M Sl& (208309000 04000000300 200551183444 E334383A88
FILE &
K23179P 758 4M253 C S14 CCONN0DCET 023034000000 C490C3CSCCE02I0003
: FILE 5
K23309Pp 2R 2M253 S14 CCICCLICNCO0DNOCCEOOnCRAasAC01 I0oULRas00200008 B
- FILE 61
K23132P 1162 54%263 M 51& OONN1274424214173725641567335103071221015C18
KI3L33P 742 544253 W §14 C0.C1214cr62lalizf?haln6133°113071°27-15018
K23136D  A73  5443E3 v S1s 300y 2 4ATGR141TAT204154 7333013071527 015C18 ;
Ki3136P 609 ELFEE SV LI T SN P D R A LR R I 1)
K23161P 2R GM253  §14  200003233A7000000030092090107C50 270000008
RZIISLP 4 CMZE3 M 514 CCoCnCUe COCa80on0aTano i R6anP 353040330016
K23156P 8§53 50M253 M S14 QCO00CT76355664413441 1046002336045 77044430178
FILE 7
K25522P 1317 53M2€3 M 514 CR0C0C5243034761523316662216162256046111778 |
FILE 8
K25602P 128R 34253 515 CoACCCNICCOCCOn2C180700D ccngg;ggca§g qoes ]
K25633F 98 129253 515 QCCCCC2072(000002 73401 103Caod88 0 Ra0070000s
) FILE 9
K25439p 378  2IM253 M S14 CCOCOCCORCOCTCCCoCRNC 0511111327102 7715018
K25444P  39% 3M253 S14  CCGCONCLZI500CI00000C0030001417339022000298
FilLt 16
K25579P 147R  56M253 M S15 0CI00274524214173726515647226162755032011778
FILE 11]
K23161P 113 12M253 S 14 occccrﬂcvﬁorrvurc:?}““o £140620C60Q0CACINEN08
X23161P 561 GM253 STa  OCs00R02CI0NoaTIE 337 (l00C4nnCO0Caltnl 40008
K23163° 212 TH253 14  CPOCCGCS2(4N0CIZI000700300130E0C200050602%8
X23163p 63k YA A A A S o e lateladal cid st it s Tl e R A ol R I AW N T R I §- S
K23166F 583 55M253 M Sl4 CO00OT3I351130710C70150067742536312106C77758
- - - —E
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