IMAGE CLASSIFICATION AND CODING FOR
TRANSMISSION OVER COMMUNCATION CITANNIILS

ADRSTRACT

The varicties of documents which might be cncountered in an image
transmission system arve first classified by human inspe ction, and then by
information content in terms of « -entropy.,  The term ¢ -entropy  is used
aere to specifs the bits of information per page reaguired for a pariicular

. o frerL R . : y L .
resolution o o Then by statistien] properties such o8 vaviance, root-inean-
" nre o aulto-cvorrelstion f Ti01 ectral vodensity and run lenort
gquare, auto-correlation function, spectral power density and run lengrh
distribution curves are used to obtain the same classification.  The applica-
.

tion of these Intter propesties o simple machine implementation is

reviewed for possible use in adaptive scanning systems for image frans- .
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The different potentinl methods of coding fucsimile dnta Tor data frans-

S niission are fabulated and reviewed.,  The systems are clagsifiod by the

major type of docurpent for which they might bhe useful, The chojee of

mindulation svsiem is also discussed as it interacts with the coding system,
Then o get of Himiting conditions for an clementary image {ransnigsion
arve pogtulated. The List of possible svatems s then soveened o i theae
Hmitations and the polentialiticos of the remaining scoening sysioms avo
reviewed, Then a feasibility model peing built in San Joge ASDD Laborutory

18 desceribed.
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FOREWORD

This report consists of a compilation ol notes edited by F. B, Wood,
which were written or suggested by the following members of the
desartmiert: R M, Bennett, 7, R, Daher, ', T3, Dodd, (i . Grometer,

O, F, Never, 1. D, Provazek, €. K. Schinepfer and 1Y) B, Wood., Some

anulrses made by Professor N, M, Abramson ave 2iso included,
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INAGE CLASSIFICATION AND CODING FOR TRANS:
MISSION OVER COMMUNICATION CrANNELS

o INTRODUCTION

i

The function of this report s to swmmimarie our studies of Dnage claseiis

catiom, the pc:ﬁsihility of avtomated clissinieation for ddapl v o scanniy svstoiny

and to examine the major alternative coding systenis. The oblective is 1o
develop a sirnple adaptive document scanning systen which will adiust 1o
various types of black and white doecnments restriciod to two tovers for ofii

1y

cient compression of the Image data compared to stralghl faosimite systems.
Howevsor o psUre the 11’1051: wenceraiity f resalls, the study first considers
the mosi goneral cases of documents boetore making the more nareow study
ol the specilic class.

Lmage transmission by linear scanning as in ordinary facsimile can be
very slow or expensive, depending upon how tradeec!{ of time and bandwidth
is handled. Since most imaces have a large redundancy it is profitable to
have a code compression systom (o minimize the time bandwidth product,
Althcugh many umages have hivh redundancy permitting savings n the tiine

bandwidth product of the orderv of magnitude of ten 1o one hundred, practical
coding systems usually result in a saving factor of threge o five, because of
the great variation in signal distribution propertices from image to image.
Even with this saving most systems require larce buficrs

An improvement in time -bandwidth compression would be pessibic vwith

an adaptive system. If a prescan deyvice could determine what kind of a



document was bheing processed, the logic could switch to the appropriate com-
pression coding system. To be able to consider such an adaptive system,
first a knowledge of the tyvpes of documents and second. means of automati-
cally identifying the class of documents au»re needed. These two stage's:
classification, and identification of the class of a document are examined in
Sections II and III of this report. This is a gproblem which was sugoested and
defined by R. M. Bennctt.

The principal references to the carlier work on Facsimile and Television
Compression done in London,Polytechnic Institute of Brooklyn, Bell Telephone
Laboratories, M.I1.T., and Ford Instrument Company are listed in the biblic-
graphy, 1.1 - 1, 8. A catalog of image coding systems considered on this
project is included as Section IV in this report. They are grouped under sub-
headings corresponding to their principal class of document application.

\

The procednre used was first to caonsider all potential coding svstems and
then narrow them down {o those moeting cevtoin specilic conditions.  The
veneral method of attack was proposed by ROl Bennett, Spocific propusals
woere made by 00 M Deanctt 220 RO Sawdher, 170 1 Dedd, G FL Tiroometer,
O. M. Mevyer, L. ' Provesek, C. F. Schlacvier, and FooBL Weood, A the
systems considered are tabulated in Tal o4 nnd ar o diecuased in deticl in
Section TV,

The following set of conditions woere used 1o soreen the difforent propos |-
n order to pian the feasibilitvy model desoribed 10 Soction Vo

1. The problem is

a) to obtain imtelligence from an tmace {(hine drawine, ivped, printed

[



snd handwritten inforns fon),

Bl to convert this ini:n raation int suitable form [or transmiss-on
{ri‘;x.y'.‘ over a 510()0‘ baud Lo ata rate of o oumeants per unit ol i
time),

10 to roceive and recony ot dhe i e 0 Sodormoin
which all tro wvitions boetocen black oond w0 1 : ceb with o
toicrance of 172 € L1 cLourioa Ll L < is the
roescliut.on of the scann oo s alern.

. The soulution(s) to the pr e winl contiun answe re Lo

a)  what minn wn arcoint o infors 0l s can o ot by with?

LY aowm can-‘\ ¢ strup o the raanicnnm et of reca ey from

tie image?
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3. The ultimate implomen ' ct.on will minimize transmission tin: '
bandwidth), complexity, cort, cte, . and will hepefuily present a @ o

approach.

4. 'he fellowing restricticns apply to the reading and writing technia
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b) a prescan at a variuble distance ah. zd Of the vncodes $CLD L
soot can be used.
I

) multiple scans consisting of a row - Lianlnuy - oA

vr diagon oovan be used In oreading ETE U I SN ST g
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II. IMAGE CLASSIFICATICN AND REDUNDANCY
A.  BASIC CLASSES OF DOCUMENTS
Documents can be easily put inlo three elementary categories of:
(1) Centinuous tone (including photographs)
(2) Handwritten, typed, and printed text, cr

(3) Line Drawings

oy human inspection. The numbers of bits per 8-1/2" by 11" page to describe
these types of documents for 125 lines per inch is described in Table Ji-AThe
choice of 125 lines per inch was based upon the use o? a resolution of 0. 02
centimeters or 50 lines per cm which gives 1. 5 X 106 binary digits per page.
For 100 lines per inch the 8-1/2" x 11" page would have 10° vits. The
number of bits per page is defined as the entropy of the page. Since the en-
tropy is a function of the resolution (¢), we specify " c¢-entropy" to make
certain that the resclution is delined. In mathematics, ¢-entropy has a
more general definition required by the extension to coordinate systems other
than rectangular coordinates. For example, i an optical image is deseribed
in elliptic coordinates referred to a difiracting aperture, the physical size

of a unit element of area or of volume changes with positicn in the field.

In this report we use only the special case of rectangular coordinates in

reference o "' « - entropy. "




ihe column marked ""relundancy range'' in Table | has three
atios for each entry. The fic:t 12 the binary d1g1t5 per page (flom
F i S .

. basic resolution) divided by the wnuaer boundg For typed aa;bes this is

1.5 x 167/3.5 x 105= 4.3. This is the order of magnitude of time

band~-width compression that c:r be obtained by simple straightforward

coding tecaniques using a sing: - scan of tae input data, w™ » Groo

The second figure in thd "redundancy range" column :s a typical

va.ue of code compression that can be obtalaed from particuia:r sets of

statistics, If a code is designed to realize tnis greater compression

on the basis of the statistics of cocumenis in a givern oifice r .usiness

with a given type style, the atturrnted use of the comipressic:. codae with

arother set of documents fuey cvsult in less eificient cpecation. To

i
¥V idn 1@nc

Lorf
ou-ier

realize this greater eff1c1ency adéptive coding systems must be considered.

The judicious choice of d1rect1<->n in designing addptive systems ‘equlreé

+he determination of the condition for minimum buffer reguirements

and the maximum overlappin, of hardware elements for the diiferent modes

. .7 operation in the adaptive system. This mocel .s based upon at lec st

~%

vwo scans of.the input data.

The third figure in the ''re.lundancy range'' coiumn is basec :ipon

Jie lower bouna of bits per page. To realize this uiper bound on code

mpression {.. e. lower bound on bits ver page to c» sent over data
nannel) the logic must be increased 10 permit a sec..e 1o of many
scans. In facr as we push bevond the second value . tie ! :dundancy
column our problem is being .ransformcc nio the narec er recogni-
tion problem. This can be done by a hu nar. key-pu. ch operator or by
the 1418 optical reader.

For line drawings tr ¢ ''recundancy range' colur. has a -i. .lar

..eaning, however there ar. 'ome additional restrictions. .. second

Jue, namely 115, is for a zzrticular line drawing which ey be

s1mpler .nan the typical rang The thirr value, 710, is an approx..nate
. v .aue o conversion in BLOI . computer <= & . - ... .« ¢, which is
_ .are char.cter recognitics e-civalent for the L 1. . cwings en-
countered is Bell Telephoiae Luabs circuit diagre »ert this

requires & ..uman operator tc examine the drawing a0 ._.. orm it

into the format that can be represented in BLODI.

B — Eos e -
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P. D. Dodd has suggested an intermediate level adaptive system
for image transmission where the human preparation of the original
document includes typing the code designation of which code-com-

pression system is applicable to the document.
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TABLE II-P

E-Eatropy of Nuimber of Bits of Information
Per Page for Different Classes of Documents.

Bits/Page Bits /Page Redundancy
(Upper Bound) {(Lower Bound} Range * 1
| {relative to
1. 5% 06 1its)
Photographs (a)+ . 1 5)«;106 decimal “ 1 0\;106 Binitss ey
b2 . T1 . O3 initss (1)
(10 levels of grey)  digits or Hartleys {c)
5x106 binary digits
'\’ or Binits  {d)
) | . ) L) e )
Typed or Printed {b) 3.5x10 (1} 3.2x10° () 4. 3/12.8/.7.0

{2 levels)

Line Drawing {c) ()x104 {1) 2. lxl’()3
{2 levels)
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B. SOME BASIC CONCEPTS OF INFORMATION THEORY APPLIED {
TO IMAGE COMPRESSION . g

1. THEORY

Consider a scaﬁned image: Let s (t) be the ensemble of scanner-
output waveforms, one member of which is shown in Figure 2.1 and let
5 {f) be the spectrum of s(t) as shown in Figure 2.2 {(note that if.the
image data is black white only, the signal s(t) will be some form of
random square Wé,ve). If S{f) is band limited a.s shown, s(t)is completlely

described as a vector in 2¥ T dimensional signal space.

1 .
TTZF S {f)
5(t)
\ T sample
- values of s(t)
/ r o~ 1)
T4 - F
‘ R D
- .__._.__%I
" I
Figure 2.1: Scanner Output Figure 2.2: Spectrum of Scanner

Output

Now quantize signal sainples into n discrete levels so that the
n-dimensional sample space contains sample points s. Information
theory gives us a measure of the average amount of information (entropy)
conveyed by each signal sample. Thus, if no knowledge of the past or
future is available, the average amount of information required to

specify a particular present sample s{o) is




H “_”: - E P(s;) log P(s;} bits

S i

where P{s,) is the probability of the present sample value s;
o - is the space of sample values,

An upper bound on the entropy is

H (s} < logn

- with equahty if and only if all sample values are equally likely. If, how-
‘ ever we can utilize a knowledge of the past and future samples, it is
v -po‘ﬁzslble to reduce the amount of information required to specify the

- present sample. This reduced amount of information is

gty < .
Ho/p) = - L P(s;, rj} log P (Si/rj) bits
ij
where o is the space of the present sample values, s;

p is the space of all past and future sample values r,

(Note that p is the set (p ~w,***p -2, p=1,py p2r * * * poo

(It can be shown that H{g /p) < H{g} when the samples of s are dorrelated-

re Fano, "Transmission of Information', J. Wiley, 1961, p.45}.

We thus define the redundancy as the average mutual information
Red {s) = Lloip) = H (o) - Hig/p). '

““Thus, if we can take a source which is transmitting information at an

i information rate

Ry = -—-(-U—/-E-) bits per sec.

and remove the redundant 1nforma.t10n from each sample so that succes-
sive samples are uncorrellated, we could transmit the source samples
at the higher inforination rate

H (5}

R, = =————  Lits per sec.
T

and thus trans:nit more infornmation at the same sample rate or bandwidth,
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irther, iowe make (1l sann’ v ooes con 1l likely through some
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sansforination, we can make 0 Comow T - oL, we ¢an nake

optitann use of the channel Laadwidth .
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The object is then to coov vt o Soirmary 5o .. riuulion
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correlated saniples i order (5 e o & 000N LS, SOLICa WoL LR U

entropy - l.e., & :5aXlrmum & 2 odnt o or salion cooveyed porosan.ple.

N

JLEE TTANSIOS A L0 1S

Compress.on coding is the teclhuinue w.or
Senieved.
L]

P

sethod:
P od' ~r

'}u‘; )it . ) B ) .

£ ShmymerIanos Code: converts peaked first order als.ribulion

R

of a primary source with -i:) (&Y = 5:¢) ic a unifor distr -
bution in the secondary source - tirus achieving maximum
source entropy. d){t) s the au+cCoFre:Q+iOH -‘;UV'\C{'I'OH.
B} De-correlazion coding: Converts zarbitrary second, third, . .
ninh order statistics (corrclation) into a source in which the
~lividuzl samples are independent, and the first order
stutistics are D>eaked in order that Shannon-Faneo, coding

ntay be utilized.
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Thus, several conversion stages are involved, f{irst to de~correlate
the source, then to encode it such that each sample (set of bits), or

symbol transmits a maximum amount.of information,

AT solvcd_:' This source distr butlon doe.s noy giv *rnaxlmu C /’(y/
? /’/ fd /,f g f‘ ,gf? / W

a1/ 90@5 ﬂus r}—xcan/a ,thlfd fcog.écr:; on f om/‘unlforn‘i statlstlcs/to

i / fl ," (/J f" / # s t/

4 Y
/ ausman staustlcs for tra.nsmg;sn.o‘n ’over cont:.nuous cha:mel?

e

o

Thus, the image conversion problem falls into four categories of

coding to conserve power and time or bandwidth { f thus $)

(1) De=correlation - compression coding:- (hereinafter

called source compression coding) here no fidelity is lost -

: the noiseless channcl can transmit just enough informa-
tion to completely specify the source.

(2) Correlation coding: here, only part of the source is

transmitted (e.g. alternate samples) - the known (pre-
programmed) statistics of the source are used at the receiver
to '"fill in the blanks'. There is some loss of fidelity here
since the interpolation or extrapolation process will always
involve some error,

{(3) Bandwidth Compression Coding: here, the statistics of

the source is not con: dered. Novel modulation schemes are
used to compress bandwidth (at perhaps an expense of signal-

to~-noise ratio). A e .
& 5t$ bt

i

{4) Analog Codlng this is the analog equivalent of (1) above.

[,
Although this arca is relatively unexplored, it should be

expzcted to lend itself more readily to analog sources and
would possibly provide greater B, W, savings., Properties
and examples of analog codes should be investigated. Signal

characteristics such as area, slope, moments, discontinuities,




ircquency, etc. are used to convey information, Present
continuous modulation systeims AM, FM, SSB, A, etc. are

examples of analog coding. However it is expected that

there is a far greater class of analog transformations which
wiil vield good B. W. and power savings and be more com-=

patible‘with the source,

Various coding schemes might be compared by several graphlca.l
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,4’). Summary of Problems in Coding:
L

(1)

Vi

o«

¢

NOTE:

Is there an optimum transforimation for ''decorrelation' - =

, AN
one thet is easily implemented by, say, ESRS? “W—‘Q\/\/.:-\:‘/‘\

ERLR .
eI Sl L PSPV D S

What othér transformation besides "prediction".;‘f(ref. Oliver, %
N )
Harrison, BSTI) are suitable for de-correlating? How are

they implemented?

"Arnalog" equivalent to digital coding'?,\‘i o T 1
7 . Cod Lo 1
!

i
~—

SN § . ’
Hybrid schemes (ref. Schreiber - Technicolor) i.e., partly
digital, partly analog. /

Comparison of above - choose "best" method and implement,

Two fundamental hypotheses should be observed:

(1) The most efficient coding system is one which completely
removes all redundancy from the source leaving only suificient
information to completely reconstruct the source. Then, error
correction and detection coding is inserted such that the code
structure matches the noise characteristics of the transmission
channel, Ti’xis "structure matching" characteristic of error
correction/detection coding is a better method of providing
redundancy for error-free reception than only removing part

of the original source redundancy. |

(2) - I a transformation (T) is required to remove all signal

-1
redundancy at the transmitter, then (T) must be realizeable
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and provided at the receiver for proper reconstruction

of the source (decodingl.—

[P

Jﬁ,

)

Tho goneral signal convorsion imodel is shown belowin F\c‘ 2,5
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0. DXAMPLE OF MODIFIED HUFFMAN CODING OF RUN LENGTHS

Consider the following illustrative example of variable-length com-
pression coding, We utilize the run-length statistics in Michael, et al,
"A Coded Facsimile System", IRE Wescon Convention Record, Part 2
1857. In order to avoid complex coding of an exiremely large alphabet,
we compression coede only the ten moest prebable run-lengths plus some
special symbols, All others are coded with a special prefix plus a ten-
digit binary number o designate the count. Table I (II-B) shows the

results of Huffman coding this source.
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ne amount ol comparison that can be achieved with a coding of this

type can be computed from the average run length, T

T = zLiPi

where L; = length of code word corresponding to ith
symbol
P; = probability of occurrance of ith symbol.

“

Figure = 'S';Shows a graph of the average length of this code, compared
with the average length of the code described in Michzael, et al. For com-
- parison, the estimated average length of straight facsimile, a Shannon-
Fano coding of the source (non-optimum) and representation of run length

by a straight 10 binit binary number are also given.
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- A straight facsimile scan is represented in Fig.ﬂ,é’A for £ =0,02
or 125 lines/inch giving 1060 x 1375 = 1.455 x 106 bits /page. The
average lenéth of a facsimile scan is e = = lp () = 1060 bits.

The results of counting run lengths of solid black or white
are shown in Fig.J.&?B. The average run length is k bits and there arve

,n runs per line in the average, making n x h runs per page.

A recoding of each string of zecros or ones into a ten-bit binary
count gives the compression indicated in Fig.D,bC. Examination of the
probability distribution of the number of digits required to represoent
the run length “counts indicates a re.coding could improve the efficiency.
Fig.&,iﬂ) illustrates how a Shannon-Fano) Huffiman, or simplified
variable length code could reduce the average number of bits per
run (k). Part of the saving would be lost due to addition of bits {or
synchronization (SYNC)

If s lines are grouped togcther by using s fiber optic scanning
heads the vertical line scan (h) are divided by s, and the averapge run
length count (k) is increased but making a nct increase in compression,
.f a suitable code is employed as shown in Fig.},éﬂi. This compression
is typic;ztl of the lower bound on information per page for optimuimn re-

coding of typed doctmnents.
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To obtain an ultimate limit, let us examine the case where
we have the logic required for chavacter recognition. This is shown
in Fig.?of)}? both for elite and pica type. The ultimate limit, but not
casity reali:;able is shown in P‘ig..l.é)G for character recognition based
upon the average entropy per character &¢f the English aphabet of 4,75

bits/letter,
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. Precautions in Referring the Compiession Ratio to a Proper Base

Although the redundancy ranges in Table I are marked
velative to 1.5 x 107 bits'"', there is the possibility that redundancy or
compression ratios computed in reference to other siandards may

appear inconsistent. In the next sccticon a more precisce analysis will

be made in terms of "'£ -entropy' where """ is the scanning resolution,

Before proceding to the detailed study,a graphical pict in Fig. 2.7

9

will be used to show the difference in compression ratec computed in

regard to different values of "' o',

This example will deal with typed
copy only,

ifig. 2lparts (A) - (C) show the bits per page of " = 0,031,
0,020, 0.0125, i.e., for 100, 125, and 200 lines/inch respectively.
Fig. 2f(d) shows an approximate ne thod of finding corder of magnitude

compression possible. The & = 0.031 reference is used as a base,

then the entropy is reduced by the fraction of space on the page deveo.cd
to margins, then further reduced by the space occupied by blank 1'mc35‘.
Then a further rough approximation is made by using the ratio of white
to black space in the typed lines. This gives a compression ratio of 14

which is slightly higher than the actual cases of 10, 11 and 128 in
20T 0T 2
Figs. 2T, &4, and ZH.

RN
Note that of one started with &= 0.0125, a compression ratio

S

of 37.8 would be ohtained for PICA type in Fig. 2I. To avoid this

v




e

y 5

ambigu’iy, we must determine the largest & for which the characters
can be duplicated. If exact duplication is not necessary, but the re-

quirement is that the images must be clearly and unambiguously

' Qg
recounizable, then the solid character of Fig. 2N could be allowed to
ST
deteriorate to the dotted character of Fig, 27, DBy this criterion the

_ X
limiting is 0.031, seting the compressicn rdio at 10 in Fig. 2I.

a7
The lines in Fig. £ZE-G represent a case that is hali typing,

A quarter line drawings and a quarter blank. Fig. ZPG is the combing,
resuils of B, ¥, and G, For < = 0.020 the compression ratio is 25
and for €= 2,031 it is 17. Further detail is neceded on the requircd
resolution to determine which compression ratio is a true limit.
)

rig. ZAJ illustrates an important peint noe namely the compression
ratio of 11 for elite type is not increased when pica type is used,
Lecause & changes as indicated.

Nl
Figs. Zﬂ(K, L, M) shows the limits attainable for character

recognition when one can afford the computer logic required for
character recognition in addition to accepting the restrictions of a

{ixed alphabet instead of being able to process any image of a given

resolution
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IiI. THEORETICAL APPROACHES TO DEFINING INFORMATION

CONTENT OF DIFFERENT CLASSES OF DOCUMENTS

There are several approaches to calculating the information
content. If we have a way of estimating the number of different images
{w) that can be represented by a page with a specified resolution we
can call this number the description capacity {(w). If we take each of
these possible images as equally likely, i.e., p = l/w, then, the en-
tropy is

W
I= Z p; log p; = -w (1/w log w} = -log w.
i= 1
Since we must specify a particulaf resolution "€'" it is more consistent
to designate the information as '"€-entropy' for proper identification,
If we take the logarithm to the base two the units of "€é-entropy' will
be binary digits or bits,

Since we do not have detailed knowledge of the conditional pro-
babilities of black and white spots in documents, we must approach the
problem by finding coding systems which when used with experimental
statistics give upper bounds on €-entropy. For lower bounds we look
for character recognition examples or simple documents for which we
can construct a message from the document can he redrawn at the
recelver.

There are other properties such as the mean value, r.m.s,

value, variance, and the auto correlation function which have empirical




relationships to the information content and hence the class of docu-~
ment. Therefore the automatic computation of certain statistical pro-
perties of an image could lead to the classification of the document in
an adaptive system. We shall consider the following aspects,

(a) Description capacity and Graphical comparison

{b) Scanning Resolution

(¢) Definition of €-entropy

{d) Sample calculation of upper and lower bounds on €-entropy

(e} Parameter potentially suitable for automated document

classification (one dimensional)
(f) Parameters and techniques for two-dimensional image

processing.
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R ICAL CoN VARG LN LT

'»a A, Descri.ption Capacity
These are some preliminary comments on the relevancy of
MecLachlan's description mechanics
to the classification of images. Description

mechanics applies to physical systems, including images but iacks

generality beyond providing upper bounds.

- : o Stamfrd 0 2 venrin M& e G

The paper by Dan McLachlan of Won "Degcription Mechanigs,
provides a useful method of comparison of the information per page under
different conditions ?:,;). The '"descriptive capacity' is a static concept
describing the number of different patterns or messages that can be
repfesented by a givén area fvith a specified resolution and set of
restraints. The information content is defined as:

I=log, W oD
“3 where W is the descript ive capacity. ‘

Figure® has the descriptive capacity, W, plotted on a logarithmic
scale for the range W = 21 to W = 210? or for the information range I =
bitto I = 107 bits .

5 C. Scanning Resolution
7 In these sample plots,a resolution of 0. 02 cm or 50 lines/cm
(125 lines/inch) is used. For an 8-1/2"x 11' page, N = 1, 506x106 cells
or bits per page or (1080 x 1400). For an 8'"' by 10" page, N = l.292x106.
When reduceé on a microfilm, half frame of 17 x 23 mm, it cores-

ponds to:

= 64 lines/mm or 640 lines/cm

[
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(Note higher resolution such as 150 lines/mm and 200 lines/mm need

also to be considered for microfilm.

In this example the resoclution of 0,02 centimeters determines

_the € in Vituskins analysis. The page size determines the subsection

of the set F.
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-t A

ANCr
!
At presen@hall use Vituskin's analysis as simplified cases, and

use Mcl.achlan's description mechanics to obtain some upper bounds on the

description capacity of certain types of images, For other images particular

11

will be used to get upper and lower bounds I A Fr r:j jA {

codes
The relative €-entropy
concept applies to classes of mathematical spaces which give indications
of being useful in image classification, but require further development
to reach practical cases,
A Feinstein in a memo of Sept. 21, 1961, pointed out a special

(10}

case of & theorem from A. G. Vituskin . The English translation of

N

this book is now available. Examination indicates that Vituskin's work
may have more relevance to the image classification problem than
previously thought.
Vituskin's concept of relative €-entropy corresponds to the
i t - : . (]. 1 ) ’ -
logarithm of Mcl.achlan's descriptive capacity of a page . MclLach-

lan carries his analysis over a range of physical systems, while Vitus-

kin carried his analysis over a range of mathematical spaces. The




convergence of various series representations of functions permits the

introduction of the concept of absolute €-entropy of metrical spaces and

the €-capacity of metrical spaces.

Let F_, be a physical space such as a plane defined by x-y

coordinates, and let Fa a sub-section defined by a specific dimension

b
such as a 8-~1/2" x 11" page, i.e. a = 8~1/2" and b = 11", Let @ be the

third dimension definihg Z gg)'levels, i.e. § = 1 for black and white;

= 5 for 32 levels in a color system. Let Sfb (Fab) be the coordinate
tff 1y ng c.
net w—he—r—e\v-éx the spare Fab with resolution €. Then let WEB be the

(14 S
descriptive capacity #e elements of the minimum number of points in

d
i €-net
Fa.b of the ne Se (Fa.b

number of different images that can ’pe described by Sf P (Fﬁj\) .

}) . The description capacity is the total

Let

IQ¢ (Féb) = /?09 2 Wj @b} ' =)

,

Ie-" (Fab) is the €¢-entropy of the subset of Set:Fab with resolution €,

The smallest resolvable spot is a square of side €. This is analogous

HC%—) = g N, ey 73

-

to Vituskin!

and We Si)(Fab) corresponds to Maclachlan's descriptive capacity, W,




D
%, - Upper and Lower Bounds on E-Entropy Determincd by Sample Cascs,

i

g, AT Senvarpl Methodsof Calculation Using Desc 1‘113*;'1;:.(_“ ”Czl}i';.‘:cuy.
Prom Meblachlan we have the concept of "description capnaeity,
W as the number of different images that can be desc ribed by &
iven spuaed with a given resolution., For example, a planc surface
divided up into N cells with M possible occcupants could take on

W = NM {4)

diffcrent patterns or descriptions. This can bo dewxived by noting
the first occupant Mi can be in any onc of the N cells, likewise ihe
scecond, ete., through the My, _i;, occupant, such that the sossibic
awmber of description is: N, for Miy; NeN for Mj & Mz; N NN for

Moy

L

Mo & Mg, and N for My ---~-- M .
17 the N cells are divided into q-groups, each of which has a

description capacity Wg, then the total description capacity is:

we = I Wq (3)
For N cells with ei:!her binary "O" or "1 allowed,
a = N, Wgqg = 2, so
wWo = fi2 = 2N (5)
Thus for the binar? case in rectangular coordinates the descriptive
. capacity is )
w o= 2N (7)

and the E-Entropy is

I%:'E)]EZZ,ZB) = logz Wo.02R(F22,28) = logz2N = TN,

N = 1.5X 10% bits.

This result could have been obtained directly without bothering with
"descriptive capacity” or "E-Entropy. The reason for introducing
these concepts is to lay the base for possible generalization and

..

specialization.




If we were operating in elliptic coordinates instcad of
rectangular coordinates, the physical arca of a unit "square' in
elliptic coordinates would change with pesition in the field. In
such & case Vituskins's concept of K-centropy extends the
to give the entropy for coordinate systems with such varying
scalcs.,

When we have restraints such as dependent probabilities or
extensions to multilevels such as 10 oxr 20 levels.of gray scale,
or exte . on to color photographs, a good number of cases can
be casily .olined by use of McLachlan's ''descriplive capacity.”

For black and white photographs with 10 levels of sensitivity,
Mr, Lachlan finds »

WG = nd ’ _
< F—— (8)
Y
T vyl
by using the simplifying assumption® that
Mk = Mj; = --- = N/$
This reduces the formula to:
Wa = N _ (9}
(n/s)}d S,
This reduces by Stirling formula to:
S(N + 5/2) :
W ot (10)
GT= emys/2
For N = 1.5X10% s = 10
! o 10(1.5 X 106+5) - . _
' We. = = 10l.5X106 _ | (1.5X106+5-3

(31X 109)5 1034787
1ol.5x106 . 5.

i

“This assumption doesn't make much difference in the {irst few

mignificant figures in this'case. We could have set Wqg = 10, then by

/
N

Trwe = 10l.5%106
9
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!
For color photographs an auprosimate valie oan be estinatea
vsing 5 = 40 1o the above formulas, which cive

». Graphical Reprosent. ey of Boands on Iiformition Required te.
. Rapre sent Diffe ragpt Llasses of Dogaents.
Now it is desirable to expand 11;[ docament classification gystom
of Table I in a way that will indicate the polentisl compression on o
tiner scale, To do this a bar graph has been constructed in e 3

inowhich a4 vertical bar renresents the loworith of the Eeontropy or

information reguired to describe cach class of docwire rits. The bars

are plaices in approximate order of decreasing - ocntre s acrass the
pruc. The class of photographs is divided int: color: black & Wittt

20 shades. 10 shades. and 2 shades,  ‘The tvired or printod char voter
class e divided into small print and hard woritine: typing and jaro.
priat; and overlaps with the drawinegs ¢lass n vecard to schemaltic

rowing s,



Ala 3.2

The drawing class overlaps with the {yping class in regurd to schemwaticos
and then covers line drawings: graph paper guides; solid block, and
1l nk paper,
za

The ordinate scale of Frg.,l is given two wavs: on the Jeft the
units are description capacity on a log-log scale; on the right e €-
entropy or bits of information on a log scule,  The u};pc s bound points
arc calcuvlated from the use of a coding svstent using only one scan
across the information., Wheare the code efwade for a broader class of
codey than the particular sul.-class being examined.  The lower boundd
points are calculated for the most restrictive cunditions such as the
ust ol code designed for the particular sub-class and where a serices
of iterative steps are allowed in the encoding. This means that the
lower bound [or the typed characters and drawings correspond to the
character recognition probler. Trial calculations have shown that
adaptive systems using & prescan and a readout scan generally a1l
halfway between the upper and lower bounds on a log scale.

In this report, the general detinition of €-ontropy is delined

niore restrictive sense as:

H, (F ) = log, W _(F )

€ w, b a, b
(L2 )
analogous to the €-entropy defined by Vitusnin . W is the description

capacity or number ol possible wnessages in the list when described by

coordinate net ¢ with resolution € over the space ¥ owith boundary a. b



-
]

AT

Inihe examples of Fig, A the right hand scale gives the €~ontropy
oo (1 ) owhich raeane a resolution of 0. 02 centiimeters or 50

22,28

lines peor centimeter or 125 lines per inch., The superscript R oneans @

rectangular coordinate system is used,  The bound (22, 28) one 22 by 28
1

centimeter which 1s approximately 8-1/2 x 31", With no restrairts on

the image, the basic value of the €-entropy for an -1/2 x 11" page is

£
)= 1.5x10 bits.

This is drawn in on Fig. 1 f{or relerence.
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Yo deterniine what operations Ml&m—#% i liww—% SLst
do, we list the propertics of the signals that milpght be considored, before
testing a specific system

L_. Logical Check for Presence or Absence ol Signal

The analyser must be ahle to prescan for blank rows and or

columns. This could be overlapped with other logic 1 the sysi00.

2. Fouricr Spectrum ot Signal

.

An approsiication to the Fourier spectru: of a signal aauld be
calculated by o Fourier serics approxtcation tooeplenenied
with oo set of delay Tines and adders.

The direct - oeputation of the Foarier apeotras nas soo0

Hevitations berves First the electirical signal fross o tuploead
phototibe 1s proportionn] to the tutensite or the square of

e basic tnnction of ook aod st For ooxeonpls s oan Fiooo

a scan of the rance of gray scale steps 18 shoaon to e sguiary
.
lowe,  Unus the Fourier Series or Fodrier spovird.s aonlys
vould hisve to be preceded by oo square-root oporation,
S 0 T A A S

If v (i) is Titvdted to vabiues of 1 oand 0 as in 2 Tovod (ol b andd

white) then sitnoe:
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01/2 =0, and 1 1/2 = I,
x (£) =y (1)
and the Fourier analysis can be used without using the square-root

operation,
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X

@ .8. Elementary Statistical Properties
Elementary statistical properties of the signal such as the mean (%), the

2 \ . .
mean square (x ) and the variance (&) could differentiate between some

1

2 T g o

)

classes of documents.

t

X = 2 P Xy = _lbng]?(xJ%Y

: . . 117"”
6‘1 sz (X/z‘;) = f[)(‘*i?) &)()(JM
4 —

When these parpmeters are all dropped to zero an
absence of signal is indicated, eliminatinged the nedd for a separate

logical check of paragraph a, unless other factors require separag:a logic.

e ¢. Higher Order Statistical Properties

Differences between random telegraph signals and the signals from
scanning typing can be more easily differentiated by the auto correlation
function and related statistical parameters.

Auto corre%lation function:

R ()= E [x(daEt0 | = ﬁ‘@ RCetT) A2

Gsvf)(,'()xjjz 2 J:PCXL‘} 7\’£j XJ' )wfiﬁ/u L e
. ,

S

¢co variance:

corelation coefficient: o
2 e _Cov Ry J = X
/0% J?‘D = o

power spectral density:

Wi

500

S (Y = fE () e ur




Ll
~

This could also be derived from the Fourier transform G{f).
A possible direction to explore is the use of an approximation to the
auto-correlation function to determine type of document, aad then take
the transform to get an approximation to the power spectral density

for indicating the best scanning speed.

5. Alternative Discrete Statistical Properties

A set of logical circuits which compile an approximate distri-
bution of white and black run lengths could compare the pattern with
the pattern upon which a shannon-fano or huffman code was based,
could determine which code of a set came closest to the observed
statistics. There is also the possibility of accumulating statistics
with memistor-like elements which can generate new codes.

A system for measureing the quality of an image has been
developed by Roy A. Jensen*. This system averages a series of
signals like that shown in Fig. 4A from scanning a line of a document.
The average value of seven parameters shown in Fig, 4B can be scaled
off of the graphical plot of the output.

The c:orrespondence between these analog properties and the
properties discussed so far are as follows: The correspondence between
resolutions of scanning € and image quality parameters depends upon
whether one wishes to recognize the characters or accurately reproduce

the images. If the object is to accurately reproduce the image,

* Roy A, Jensen, "An Analog System for the Measurement of Image

Quality. "'



A

4

,r

.
‘/t

£y

\¥

¢

/\

=

. NS

\E’LACK

!
/

s

e 2T

i
— hH.\\ﬁ
e

TIGURE

O

i
V-1
[va
“"

n
ey
o < ToN oy

r
=)
~
C.-;‘_)r-

] ]
A T o Q
PO S f,,“J
{ | =

WidT A

~rint

: .
; Wy
W

4

-~

.\:MV __WH. e Nk
!

hw 1o,

A

M ¥

1,

L

n,wﬁﬂrrh_,u..,ﬁm..w_,vh\.f U PAY

r

soee mgy

e



ot
~J

E: Ez = (Wz - Wl)/z
and if it is to reproduce recognizable characters with some blurring
tolerated the requirements can be relaxed so

c =6 = w/2.
The signal to noise ratio is approximately S/N = H-G/D-E for the paper

irregularity, or §/N = H-G/B-C {or the print irregularity.

6. Range of Change of Derivatives
When the image pattern has high redundancy such that the image
signal can be approximated by segments of sine waves for Z-level black

and white (or deviation and rate of change for multi-level), the a-¢ com-

ponent of the signal approaches:

x(t} = a), cos ((Z'frk/tolj t +ﬂ‘k)
A parameter . can be defined

6 Glt)= 20)+ —La® (—EEL )2 4 STy -

=ai+2 (t)

For f = k/ty, 2 (1)=0, so & (x(t)) = a’,

then d g/dt =0 forf= fo‘

otherwise cclif - ds
dt

An analysis circuit which determines & (x({t) is a constant would define

the irequency of the sine wave. An additional unit would
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w0

have to be added to determine the phase. This outlook may lead to

a special case of a spectrum analysis where the gain of an amplifier
following a differentiator is swppt instead of the frequency, so that
the output of the differentiator-a,mplifier and the original signal after
each are squared separately always equals the constant a , after

e
addition.

T T N s

?z Prehmlnary Discusssion of Dec:1510n Propertles
The information in bits per page for different ¢ypes of documents is
plotted in Fig. 4. A resolution of € = 0, 02 centimeters is assumed,
For black and white, xkedx i.e. two levels four different codes are
proposed. Code A for Blank, Solid Blank and Graph Paper Guides.
Code B for Grids Drawings, and Circuit Schematics, Code C for
typing and Pringx ting, Code D for Handwriting and Special Images
with Fine Detail,

The slope of the lines in Fig. 4 indicates that within a given

L
code variation in print size could be accommodated by changing to /7

.

scanning speed.

An additional code E is shown to indicate future extention to

" include 10 shades of gray to include photographs.

The present objectives define more specifically how an adaptive
system could distinguish between the different types of documents.

Now we can examine these different properties to see how significant

they are. "“ﬂ”j‘“ ST
35 s -
The mean value (x) in Flg \is excellent for distinguishing

between blank and solid black. However the range of the mean value
is not distinct enough at the transitions betwwen the different groups of
types. For two levels (black and white2 the R. M. S, value and the
variance, being equal to or simply related to the mean, do not provide

any better criterion.




3.2

The auto-correlation function does provide a clear cut distinction,
but is more complicated to implement. For the column in which we have

sample values of the auto~correlation function there is a clear distinction

- for each class of documents.

Sample calculation of some of the functions in Fig. 3E4 are

illustrated in Figs. -3E5 through 3E12.




The outline of a magnified image of the sample type of Fig. 3kba
is shown at 11l times full size in Fig. 3E5b. A sample line scan AA'lis
marked across the characters in Fig. 3E5h. The digital representation of
the scan line is marked below the character.

A sample waveform for a section of the scan is shown in Fig. 3E6.
The values of the mean (;), mean square (:2), square of the mean (x)7,
and the variance (O;z) are all marked on the waveform. These values
are representative values from a small sample only.

For comparison the waveform and corresponding statistical
properties of a random telegraph signal are shown in Fig. 3E7. While
the mean value (x) for the random telegraph signal is 0,5, it runs as
low as 0.16 for typed text, /

A sample autocorrelation function of the random telegraph signal
of Fig. 3E7 is plotted in Fig., 3E9 for a = 0.425, The spectral power
density for the same is plotted in Fig. 3E10. A family spectral power
densities as functions of a and p are plotted in Fig. 3E1l1 for the
generalized random telegraph signal. The formulas for these para-
meters are derived in Appendix C: Spectra of Some Pulse Signals.

A sample autocorrelation function for the type scan of Fig, 3E5bd
is shown in Fig. 3E12, Of the function were computed over a larger
sample of the irregularities would smooth out except for inherent steps

due to the average line width, average character width, and average

word length.
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r—Aie R G N A A P P IO AT TON-CT TG E. CLASSIFITATION
. . Se-ADNING OF [IMAGES

X /:, General Form of an Adaptive Scanning System

A possible adaptive system using different codes is illustrated

39 ¥ yEY | .

in Figs.” % and 3, Fig. 2 is a reproduction of the general limits ot
. . .
Fig?'4 with a stepwise curve ABCDETR added to show how the usc of

diffecrent codes could approach the lower bound of ¢-entropy. IFig. 3 2

¥

is a block diagram of such an adaptive image scanning system illustra-
ting the principal features required in such a system.

The step function curve with ilat sections A, B,’ C, D, E, and F

3F/
in Fig. 2 illustrated how an adaptive system might handle the range of
documents with different coding systems. An adaptive system has the
advantage of stepwise coming closer to the lower bound of the entr  py of
the document. A fixed coding system designed for the statistics of a
certain resclution or € becomes ineificient when batches of documents
departing from the average statistics enter the system.

The adaptive. might only usec a few of the ditfe 1'ént codesiif 50IMC
ol the types of documents occurred only rarely. For example, if
code D is required 10% of the time, code C 60% and Code B 29%, and_

Code A 1% the ultime compression ratio would be

i
0-10x 1 +0.60x 0.1+ 0.29x .01+ .01 x.0003

R =
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O

In wnis case it might be more economical to settle for logic set C© and D
with compresses 5.3 instead of adding logic sels B and A to increase
the compresser to o, 1,

The general form of an adaptive image transmission system lg

-

shiown in Fig, 3. The various elements such as the scanner, pre-scanncr

analyscr, decision logic, buffer, and speed and comirol logic are iden-

s
2
,/.

tified in Fig. 3

L

i
A variation of the classification system of Fig. .2 is shown in

T
— . . e
ig. 4 where a variable speed scan is proposed for bringing the adap-

tive scannine €-entropy curve closer to the lower bound,

The variable speed scan can reduce further the information per
paye that needs to be transmitted, however it must add some speed
infermation, so that an analysis must be made of the document statistics
to determine if the additional saving is worthwhile. Additional feature ol
the adaptive speed system is that it may reduce the amount of logic by
permitting Code C to be used in part of the B and D region through speed

scaling. In this case the adaptive speed feature would not make added

savings in time-bandwidth, but would permit jess logic and bulfer stor.

.
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G. PARAMETERS AND TECHNIQUES
FOR TWO-DIMENSIONAL IMAGE PROCESSING

l. INTRODUCTION

One possible method of implementing an image information
compression system is through optical signal processing (e.g. optical
prediction ~ subtraction schemes to be discussed later). It seems
reasonable to process the signal in its original form, i.e., a two
dimensional image - before converting to an electrical medium, As
we shall see, many of the difficulties encountered in electrical signal
processing may be avoided in the spatial domain,

This section is intended as a brief review of the application of
linear system theory to optical or spatial systems analysis and syn-
thesis, Although no specific references are made in the text, much
of the material presented herein can be found in original form in the

papers listed in the bibliography.

2. GENERAL MODEL
A general model for discussion is shown in Figure 3Gl., We

can define a point field function s (x,y) on the object space, This is the
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siinulus to the "Llack box" systemn, The resnonse to this stimules is

viven by ro(x', y‘) on the image space, This is also a two-dhinenslional
peint funciion; i.eo., itis a surface describing the nimace wiiaceh is a

R b . - - sl 1 -3 - L - - PR
resull of processing the obiject by a "black box', .

W e now assuime that the oplical sysierm is lincar and exiivits

sputinl 1ovariance, 1, e., assuioe thal

AYar 54 {x, vy} produces ry (x', v and s, (x, v} produces r, (x', v,

then s 4 8, produces ¥+ r,, and

, ¥ = m) produces v{x'-&, vy

Y, then s{x -

e

. . {
LYl s {x, ) produces r (X y

This asswmnption, if violated over th arge spacea, oo uasualls
1'} 5 dtion, if viovlated over thie lavue spac snl

Le salvaced by dividing the svace into smualler subspaces whoere @
g Y g 1 I

asswmnplion does hold, Wit the asswmnption of lincavity and spatial -

Al

variance we can alwavs define a 2 dimensional weighting fnnction wix, v

that relates the sti:nulus and responsc by o cross-correlation operatio,

o o
ro{xtoy S i wix - x°, v = vi)s (x y) dxiy {1
- -
Now, i ale stlnealns is dmpadsice, doel 4
s Goyh wh el - B () B

(wi.cre the ceneralived-runction concept of the himpulse is exionded to

two chimensions) then, due o the siting property of ke inpulse, tho

J

resporise s

Pyt s wlext oy (0
Big impulse or "point' response is piven a special desicnation, he
w{-x', -v') = h{x', v') {4
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and we sce, analogous to temporal filter systems, the imipulse response
is the spatial inversc of the weighting function, The impulse response
and arbitrary stimulus arce thus related to the arbitrary response by con-

volhation,

o o
r
r{x', y'}= f Jﬁ h(x" - % y' - vy)s (x, v} dxdy
-0 -0

A \

= h{x, yl s {x" - x, v' - yv)dxdy. {5

v v o

Devore going {urther, o word should be injected regarding the
hvsical oeani D the provi i1v cdlefined funeti i The rooaniy
physical rneaning of the previowsly defined {unctions. hoe taearing
depends on whether we are considering the object as & col.ereni or in-
coberent licht source,

(1) Coherent source - o, v, , transrmitted illuadnation of the

N

1
abject as in l’l_&_;urgjgz. ITere, the sitmulas function s (x, yviis an aaanli-

tucdde funciion s (%, y) because amplitudes of coherent linht heains add.
:

——— OLject space

point o ' |

space
colnrmnated

e ligit onerp
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Then the response function r (x, vy} must also be an amplitude function
r, (x,y) related to the stimulus by correlation with the amplitude weighiing
L3

function. The amplitude weighting function w (x, v} could be a aiffraction
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pattern of the lens systom as will be discussed in a later section of this
paper, The functions s and ry will in general be comples, stice both

amplitude and phase arc Important ia the deternination of the resultant

anplitude {e. o, the functions r and s may describe the clectric field

component of a plane-polarized light wave, i, ec.

’

r; (x, vy, t) = Efr(x,y,t) =i E {x, v) e'l( wt - abayl )

+ ] Eoy {x,y) e

Jlewt - 0 (x,¥)),

Note thiat since the lincar relationship In coherent source svsioins exists
. T o S . . L i 2 2 .
for amiplitures, the inteusily functions -8 Lo W, ara oin

general related in a non-linear fashion.

(2) Incoherent Sources - e.g., reflected illuninatiorn of the objoct

as in Figurgﬁij. In incoherent source systems, the iniensiries o licht bean s

objcct space

e .
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add, so thut the response, stimulus, and weighting functions arc inlensity
A e sremoi-rerar e

distributions rj, Sir Wy related by the corrcilation,

rs {x', y') = [ wa (x - x', v - vyv'ls (x,vy) dxdy {6

Ilaving made the above distinctions concerning the meaning of v, w and
bl q s ’

5 we will norinally drop the subscripts a and 1 since the meaning will

follow dircctly from a stateciment of whilch type of source is being uscd,

3. Fourier Transiorm Analysis

. Since stimulus and responsc are rclated by the convolution oparator

\ W
hi(x, vy} X%
and they are functions of space variables, it appears that consiicrable

physical insight and matheinnatical simplification would result from an

application of Fourier analysis., Thus, we defing,

r = o
- i / ~J 2T {v X+v ¥V ) dxd (s
3 { Vo 'I.’Y ) = J‘ Ji q (%, Y) ¢ J X Y Y )
-
and e .
2T roX 4 v
q (X, Y) = ‘/ Jf/ Q (\’x. \JV) C ! T (\X VY’ )d\.'x ol '.'Y
- (l}) '

as the two-dimmensional Fourier transiorm pair.

We may then compule the travsiorm cquivaient of (1) and (5) as

R(vg vy J= Wo (v vy ) S {vy ) (10)

and



the capital letters denote Fourier transiorms of the lower case letlers.,
Equations (11) or (12) provide a basis for synthesis of a desired response
from a given stiinulus - i, e, , concepts such as spatial filtering, equali-

zation, detection, cte. can be utilized. H (vy Vy ) is termed the Lransrfer

Tunction of the optical system - it relates stimulus and responsc by an

algebraic cquation,

&i( Impulsc Response Analysis: Colicrent Source Systems

Obviously, the determnination of the impulse response function is
of primme import. This can usually be done by either of two methaods:

~(1) by analysis

(2) Dby cxperiment - measurement of the (approximate) impulsc

responsc, |
The first method is useful only in the case of simple optical svsiemns,
The second 1s very uscful inmore complicated systems where analysis
becomes cumbersone, if not impossible, In this section we will consider
the [irst method only. . ‘

As an example, consider the simple one-dimensional optical
systoein shown in Figurésé (the distribution is of infinite extent in the
y-dircction). Consider the distribution g, (x} to be resulting ftom a
coherent point source followed by an aperturc mask of varying transmniit-

tance, Thus 8, (x} represents a complex waveiront distribution;

_— X ‘
g, )= a (x) o et - o (x) ) w = --Z-LL (12}
e IS :

where a (x)is the nagnitude and ¢ {~) is the phasce of the licht beass.
To compute the amplitude distribuion at 12, we consider the effect of
diiterential clements dx at x. The wave in the di:'c\f:ion rfrom dx will
b

e e ,
oP W I Lo (13)
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Itu,, (x} has srnall enough varinauee and we consider
r = oyar lg o (%)) (1

m kale|

{Fruuenborer diffraction), then to a gdod approximation, {cousidering wic

. . : o
appropriate columnating lens to be along 517

r=r +xsin 0 =r + xufr

m m y - 18

where u = v, 8sin 0 . Then the contributiou of amplitude from dx at I?
{or u)
o WATS EOEN -j2ax u

iy
m A

ga (X} & dx {1())



and the total contribution at P

infinitesinaal
contributions at all x

We thus see that the amnplitude distribution(lhiencelorih called the ditfraciion
patternjof radiation L u gt a distance r  irom the orivin of x is zive:n oy
the Fouricr transiornrof the aperture distribuwtiion, The funciion S (=% vy
be recoveraed from fl by inverse Fourler transfor:ination {providel the
h
spread of £ is small)
el

o
g, (x) = K f o (E) o 127 XE dg
~LC

Obviously, the diffraction pattern represents the limpulse respounse ol e
sysiem, 1.e.

(1%)

on the line u.
The derivation prescnted above mav easily be extended to two

dimensions: the point response or diffraction pattern is the two dimoen-

sional Fourier transforin of the aperture distribution (neplectin

g abber -
tions and other lens distortions), i.e.
oC
N -iz2 wlyt  + ) Y
ha(l.n)—Kf.f g, (viple v Pl gy ds (20)
- o0

where the independent variables are appropriatly ciosen and scaled as

either spatial or angular variables depending on now and where lenses
arc usecd.



A

e G{} -

In cases where circular sy mmetry exists, i.e., inmany lens

systems, the 2-dimensional Fourier transform becomes the Hankel

transform. [For example, consider the geomeiry depicted in Fig.‘}&é.
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We can make the following substitutions:

a {x,y) = g, () X+ jy= 1 d=

it
/} , ; .
£ {u,vy=f_ () utjvo= ne
s a '
2
2] u otV

We now change the transforn formula to pelar coordinates and integrate

over the angular variable.

o ~ . L 23 .
[ oy 18T iy L e [ g o187 (0r cosacasiepr shuisin )
b M Y “/ )
c 0

-t

d
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o 27‘:’
-2 Y
) .f rdrf g (r)e™ mprcos (a-g) da . (23)
0 0

. Zm . .
. _ ‘ -jz cos & ‘ N
But T fe) = < jo o de . (24)

I~
[+

L0 ihat the Fourier transform pair for circular symmetry may be written
as the zero order Hankel transtorm pair (Fourier transform with a zero

order Dessel function kernel. )

. o
i{p)= 2'1}'/ g (r) JO(ZTr pr)y rdr
6

-

oo
g (r) = Z'Wf f(p ) J, {2 mpr)  pdp
0 .

Thus, in the case of circular symmetry, the aperture distriboation and
diff raction pattern are a Hankel transform pair: in other words, the in.-
. 3 OT ig the Hankel transform of the : ture discribitio:
puise responsce 1s the Hankel transform of the aperture disiribation.
It should be noted that for mmany sionnle coherent scurce svsieins,
the transier function H (v, « ) can be obtained by applving a Fourier

<r
]

transiormation to the diffraction pattern. The resulting distribution is
{for even symmetric distribution) precisely that of the aperture distritu-
tion with a scale factor change.

-

5.' ILinpulse Responsce: Incoherent Source Systems

in incoherent source systems, where radiation intensitics add,
we must computce the intensity point response. In general, the impulse
response depends on geometry and lens quality of the systern. Thus, .
we may obtain the intensity impulse response from the amplitude imipulse

response by the relation

: 2
hi (x,y) = ihy (x,y) 07 = hy (x,y) h* (x, v) (2¢)



7 In situations where h& {x, y) is the diffraction pattern, we can casily com-
pute the point response as the squared magnitude of the cohercent source
arnplitude diffraction pattern. The transfer funclion may then be found
by Fourier transforming this squared modulus function, or from the auto-

corrclation theore

2 e ! j2

! . st . . "_] Ry \I.'T]

'F - i f M)t - d ! g -

(EAn) bl (Z)Yi{e-~) ?LJ e a (27)
-oC bl v o}

we can show that

>} =]
]
I{i( nyvy}zKlJ Z ;:zl(('l: B)Iga(a-v
~QC el

2 where ¢ 2 are suitably scaled variables, Thus, the transfer funciion for
incoherent source systems can be obtained by autccorrclating the aperture
distriburion.

It should be noted herc that, since the wavelenpgth of the light
source enters into the caleulation, we must contemplate 1ts mcaning for
non-monochromatic sources. A good practice would probalily be to usce
the mean or ‘'carrier' wavelength of the {usually narrowbund) source in

the computations.

é. Reselution

The resolution area or measure of the point responsce spread of
the optical system can be defived in several ways - all extensions of e

i~
) . ] e 366 247
o..¢~dimensional case. Four exanples are depicted in Figures & and 7.

Tlese definitions mav somctimes e rnoroe stinply expressed in the

traasforim dounaln, as shown in the Pigures,
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Flauivalent radius:
- -1/2 ~
‘ o0 ;
J(\ f i IR \
1 —o hix, v) dxdy o1 i1 o, 0}
Rc - 4w h {o, o) C . 4o e
w ' ' PR (v \’y} vy dV}.
< o
| t =00
L . = L
(32)
. l_/___ e
--//‘ ,I —
.
: Cw. §o—2 =2
Racius of Gyration: ;e f(x—x} + {y-y) 1 h (x, vy} dxdy
P- -
Ro= 1 . 1 — o J‘
a T o4 Ixy 4 P
/ Jf ho(x, v) dxdy
-
-
|
! EI:JX((), al’
- ! e v {0, 0) + Huy (0,0) % :
= - 3 : 1yr Vx 0, O iy v Q, Q ¢ T4 (O, ():3,' 1
16 v~ H (o, 0) - . \ S
/ Jg H
where Hux (v vy ) = = 3
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9. Scanniag
Pedthit it .

Consider again the geometry depicted in Figure 1, The relation

between object and image spaces is given by the convolution integral,

, o
r{x',v') =f J[ h {(x'=x, v'-y) s {x,v) dxdy {34)
-0 iy

——(Impulse responsc)

or lhie correlation integral

~ «w o {Weighting function)
r {x', y') = f wix-x', y-y') s (x,vy) dsdy (35}
' ”—w

If the process is merely the formation of an image on the spacce
delined by (x', y'), the integral can be vicwed as the supcerposidon of a
large nuiiber of point responses - - the object is resolved into many
points or dots and convolution with the point response gives ‘he image
signal., IHowever, in the discussion of scanning, it will be more conven-
icnt to use the welghting function interpretation. With the oljject con-
sidered stationary, the action of the scanning process is ro move the
welginting function (WS) across the object and integrate to get the Image
as a funcrion of the two dimensional shift, (x', v') as shown one-dimen-

sionally in Figure 8, .
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A simplification in the integral can be obtained (34) by making use
of one of the definitions of resolution given in the preceding section. We
asswrae that h (x, y) is even - symmetric in both the x and y directions,

atherwise the resolution definitions should be modified to take the lack of
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synnactry into account. Using, for exanuple, the definition of eqguation
(31}, we have
r~—
Coh X v M, X - v
x, vV = b =
w(x, v} h (0, 0} (20 y 5= ) = 1w {0, 0) (3ﬁ’x) =)
. ¥ ’ /
- (36)
where 71 {z) is the rectangle funciion defined by
(1 for |Z]< 1/2
Miz)= | KR
( 1/2 for [Z1= 1/2
‘ 0 for |Z;> 1/2 (37)
‘Then, the scanning integral (35) becomes more simply
4 X'”i‘(y Yl
x i
al If\
r {x', y') = / { s {x,y) dydx {38)
/ o
xl

¥
-o—x V "U’-y
which is a two-dimensional running mean {without interval normalieation).
Since (38) can be expressed as a convolution, this is equivalent in th

Tiie tratr.s -

form domain to multiplication by the two dimensional sinc function, i.c.,

R (ux , vy ) = 4 Ty o sinc {20, v} sinc ((TY v‘}’) S vy v

. {39}

Now we are faced squarely with the problem of connecting the
two-dimensional image signal space into a one dimensional waveform.,
This waveshape will depend strongly on the mecthod of scannins used
(t.e¢., TV roster-type interlaced, - -direction roster, circular, cycloidal,
L), We will not try to explore the various mathods here, bhut will

construct an example to show one approach for determining this wavelorn.,



Examples Let the object be scanned by a system having the weighting

function

wix,yy= [ ] (2“" y 1] (2—3'——) ' {10)
T Ty

.

We further define a scanning or image sampling function

phay)= == W) T M) (1)

a a I

{a is the scanning interval; b, ¢ arc the dimensions of the docunient printing

which describes the scanning method - - {or this example; the scanning
is maathematically the "grate' [unction of Figuré4. Thus, if we scan

with uniform velocity (%' = %)} in the x-direction from -bh/2 to b/2 and in

po{x,y)

FIGURE 9:/'811\,:111 Segment of Scanning Space
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discrete steps from /2 to ~¢/2 in the v direation we can describe

the resulting hmaze as

Since the width of r (%, v) can be no greater in the x-direation than b + Zcrx,

we can hypothetically place the grates end for end and let the time axis

o divided 1nio sections o£ duration

, b+ 2 Oy
T = s {13}
X
such that .
X+ ==
t = . + (n-1) T {(44)
X
t —_
n= e 40 (45)
L2
where [Z! = greatest integer less than Z.
Thus, the formal mathematical description of the time responsece is
x'+ o, v v
V. f f (x, v} dxdy )
T x y' Ty § f
where x'= % [t - (n-1)T ] - X {(4+6)
y' o= *%9" - a{n-1)

We see that v, (t} is pscudo-periodic; sirnilar values of x corres-
pond to values of t at periodic intervals nT. If, for cxample, the docu:inent

is n printed page, the waverlorm will exhibit pseudo-periodicity as a result

of the spaces between lines and letters., ILiet us assu:ne that the stimulus
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signal in the spatial domain gives risc o a pscudo periodic signzl in

.

the time dormain.,

In the usual casc of random spatial signals, we might do well
to consider the spatially sampled wavelorm ry {x',v') as vielding an

nscemble of time waveforms

e

I
waere Vo is the random variable and n is the rastor munber or sample

sunber (actually, v is only an approximate of the enscinble since it is

r
not of infinite extent. Then we compute the auto-correlasion of the process
described by v, and deal in the rrequency domain with the power density
spectrum. We might expect sharp pecaks in the speciru:n due to periodicity,

The relation between spatial frequency and temmporal frecuency
is rather abstruse, Evidently we can perforim a Fourier transiorimation
on the right-hand side of (406) but justification (considering the work
involved) is questionable. Evidently £ 4 Vi X so that no sihinple relation
exists between the spatial frequency componeni, and the temnporal fre-
quency domain of the waveforni. The non-lincar operational chiaracteristic
of sampling certainly explains this fact, but may also srovide o clue to
some intermediate transformation which would facilitate a sinpler transi-
tion Letween the domains of spatial and tewporal frequency. Perhaps
other trinsformations can be found which take advantace of the pscudo-
periodic nature of the scan-waveforin to e¢ffect bandwidih and time
compraession.

In summary, sceveral problems for further study are revealed
by the foregoing analysis:

(1} To find a more definise relationship beiween spatial and

temporal frequency, enabling prediction of the temporal wave-

/-
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form spectrum {rom a knowledge of the scanning function and

object spatial signal spectrum,

{2) Synthesis of a suilable scanning transiormation whickh

cffects desirable time and bandwidth compression. Thus,

perhaps R {x', v')is a funciion of the signal s(x, y) - i. e.,

it is a nonlinear adaptive transformation.(variable velocity scan}.
8. Applications

The preceding theory indicates that many of the concepis of
sivnal processing in elecironic systems theory can be carvied over to
the tw‘o dimeusional signals {ound in optical systeins, Indeed, some

cffort has been directed toward development of spatial {iliering techniques

3

s described in some of the references in the bitlography. In inany
cascs the filter synthesis is more readily achieved in the optical case
than o the elecirical analoe. For example, electirical filters arc
svntiiwesized using lamped constant parammeter elements; this rogiricis
the forn: of the transier function to ithe guotient of two finite polynomials,
However in optical systemms, any transfer {unction can be recalized as -he
auntocorrelation of some aperturce disiribuation {equation (25)) which in
turn o may be realized by appropriately shading a transporrent filoa
Further, the usual realizalility restiriction on impulse response

in temporal systems, 1.e.,

h{t)=0 fort < 9

. . R ' . f.
does not find counterpart in spatinl svstems since an impulse response

can exist to any side of the stinailus,
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In summary, the techuigques of cqualization, mcean square filtering,
imvpirove resolution and contrast, and Lo discriminate against bhackground
neise such as graininess. Spatial sampling technigques can be cusily
extended from their temporal counterpartis to further effcect signal pro-

cessing - €.g., any rasier scanning system is a spatial sainpled data

1A

raster and dot intervals arc determiined by the spaiial frequency bandwidih
of the two dimensional signal,  Further, many optical transiecr Junctions
may be-realizned where similar clectrical realizations are Limpossible. It
i

may even be pos ible to realize low puss type complex valued 1:opulsce
responses in eptical systems (¢, 2z, using polarized light sources) - o clear
impossibility when dealing with clectrical wavelorrms which wre alwavs
real, Thus, most of lincar system theory used extersively by ihe elec-

trical engincer becomes a pervasive tool wiich gives new ditnension to

the analysis and synthesis of opiical systems.

ystem, and may be further sampled to vield a series of dots. The requirad
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SYMBOLS AND NOTATIONS

5 (x) is the unit impulse symbol — &L—‘

¢ X

(x> is notation for convolution operation between two functions,

i. e, Yoid ta®]
f{x)@glx) = [f (x'-x) g{x) dx = f{x) g(x'-x) dx
—_— o) S

Fourier spectra (forward transforms) are always represented
in caps while the functions (inverse transforms) are represented

in lower case, e.g.

o
A
~j2Tfx
glf) = fg<x) ’ dx
A
S a sin M x
inc x = =T
r‘l l for = <1/2 ?l.o
c{x) = ‘—T !
1/2 for x =1/2 - Camm— ]
| , , X
~4h oo A

0 for x > 142

2
U_J(x): Zg(x-n), n+ 0,1,2,*** ——-—4’—/(‘ ﬁTTT?

e -t o H 4L +3




1V. GENERAL LIST OF IMAGE CODING SYSTE M

The various potential image coding systems are listed in
Table IV. Then each system is described on a separate page with
supplementary notes where available. The systems are grouped in
accordance with the principal use such as: continuous tone, text,
and drawings. Some systems are more universal and are listed
under the general case preceding the above ment ioned sections,
The reference numbers in Table IV are not the same file numbers
used during the research and development work, but are new

numbers for this report.
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Table IV, IMAGE SCANNING AND CODING
. METHODS

Name Notes Ref. No.

Section At (ENTINU WS TONE DocyumFnTi

b

>

Facsimile A basic scan of 50 lines per centi-
meter or 1l.5xl O6 binary digits per
§-1/2 x 11 page is used for refer-
ence,

Variable Velocity Maximum scanning velocity is re- e

” duced in proportion to the amount

of picture detail.

Partial Transmission A fraction of the signal samples .
are transmitted, the gaps are
filled by interpolation.

Predictive Coding ) Difference signal between predicted A
and observed signal-is.transmitted,

Band Splitting Two signals are used, one for the

su)“‘

low frequency, and one for the high
irequency or edge information.

Analog Compression Coding Sampling, quantization, and inter-

5

locking amplitude and position pulse
trains,
Deviation and Rate Coding Signal is approkimated by first 7
two terms of Fourier series:
a, (deviation) and aK(réte),
where fKis adaptive.
Bandwidth Switching With Error Detection redundancy and &
Adaptive Speed Scan control information would be
p stored and then added during low

bandwidth periods of line scan.
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SYSTEM #1: BASIC FACSIMILE

Description:  Limited to binary representation of each square of size
6.
gx<€ . For € =0.02 centimeters, ¢-entropy is 1.5x10 bits per

8-1/2 x 11" page, €= 0,02 corresponds to 125 lines/inch,

Typical Usage: UPI, Times Facsimile, Alden and Murison use straight

facsimile with analog signal for photographs. Western Union uses telefax

system.

References:
Charles R. Jones, Facsimile, N.Y. Murray Hill Books (1949),
Part One: What Facsimile Is; part two: How Facsimile Works,
Part three: Present-Day Facsimile Systems, and Part Four:

Servicing.

Radio Corp. of America, Radio Facsimile, An assemblage of
papers from engineers of RCA laboratories, N.Y. RCA

" Institutes Technical Press Vol. I, October 1938,

*Note: For conversion of analog signal to 20-level digital

6
signal, the E-entropy is 5x10 biary digits.



Edward Parker, '"Bibliography of Literature References on
FACSIMILE TRANSMITTERS AND RECEIVERS, IBM Kingston
N.Y., Report TP 60-4507, N.W. 1960, (IBM - San Jose File

BIB-648)

Dept. 673, '"Bibliography of Literature References on High
Speed Electronic Facsimile (Telephotography) Code 05,11,
IBM, Endicott, N.Y,, Feb. 15, 1954, Revised May 16, 1958

Revised Aug. 28, 1957, (IBM San Jose File No. BIB-777)




4-2.)

SYSTEM # 2: VARIABLE VELOCITY

Description: Variable velocity scanning has been proposed by various
people for compressing the bandwidth required for facsimile and
television signals. The basic technique is to reduce the scanning
speed in proportion to the increase in picture details. The 1953
proposal of E. C., Cherry and G. G. Gouriet contain a good analysis

. . . (132)
of variable velocity scanning.

References:
E. C. Cherry and G. G, Gouriet, "Some Possibilities for
the Compression of Television Signals by Recording"
Second I.ondon Symposium; Butterworths Scientific
Publication (1953); in Communication Theory edited

by Willis Jackson, pp. 328 - 353,

E. C. Cherry and G. G. Gouriet, paper of same title as

above in Proc, IEE, January 1953,

Analysis of Variable Velocity Scanning

The following analysis is abstracted from the Cherry & Gouriet

paper, rTef, 2
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(Re s Clhierry and Gourict, "sSoaie possibilities Tor the ooapression

or SV Dignads by Recodiung'™,  Proc, 1R, Jooaary 192550
T . : . - , . - :
Viis sche e 1s essentially oovelocitv-noduliition sehe e where

aospechiic maxiinun scantiog velocity is reduced in proportion to the

woviount of picture detaill. The basic eriterion is the slope modnlas,

.

Colv

|
dx

where v is the waverorm representing picturce intensity along a line.
A parametler which niecasures the average amopunt of detail in a line or

field, L., is the detail factor, Df' where

1 dv ‘;
%=~f{f1dx| dx .

{Notc: the authors show that this factor is related to source conditional
cutropy - 1. ¢., the entropy of a first order Markov source - provided

the conditional probabilitics are exponentially distributed},

- . . w F.2A
Thie basic scheme is shown in ’qu—d‘l-«-a-g_-fr-am helow from Cherry

and Gouricet:

e v (L) .
. N o
‘ Camera i 7 Aapllitier "'_l_[
1 i
S “!___“ o ; OV | i
| Vot
i . ) B i ‘ E- LG i ive]
AN X = 3 e - N " | ‘i -
g |
\clocity | Cot ’ Modulus L
Madulaior | S ! HBivteren- | &
et el dsior ]

Fog 428 Vamable Ulendy TV Spfon, |




oo

Tihe instanioneous velocity

temporally or spatially

]

can be cxpresscd in cither of two wiors

> (tempor.d’

+ b
X x e e = > (spatial®
e o
N e - N -
el e i
L . .
Cewr tnat for two level intensivy picrures, the bandwidin com-

. LU,
[
o . . - \ - -
Vr - 1+ (i"l“i,"DL (l’.-l) : ERY
: | e ez - = {1 -0
. R - - ©.r - . 1 n T
. i J O R -
¢ v
woonee W, is the comstant velocity sandwidih,
T “locity Landwiall, @i nds the ratio of maximam 3§
e velecity {note that it
T caure reasonable to use o
When tne scheme Is extended to grev-scale pictures, the com-
. . y r ‘_,
pression is reduced; -thus if § is the

number of quantur: levels in the




picture, the bandwidth compression factor becomes .

Note that this is the bandwidih compression assoandne tha ol transi

tiors e of amplinade v /- Y Targer transitions witl Lo
: IR RITIN ’

compression at the expensce of dynomic ranga, The reason for thas

+

is shown in the e e e oAy /ﬁé 4'231'

I
TS ’:‘ Max .
[ [
Jl [ ;‘i H
AR A >
P by v
Eo [ ,1
g,?, : slope | =

o rompression factors - so thiat this schione aciidoses oo el

wax L oo oi o f e
¢ f 4 /‘ I
1 -1 F i ) \ iy \ P
J "é . ‘: ! . " j ; '
o i VARY \ 4
RSN R SRR SN S A A AN S U Y ]
O 1 2 3 4 5 6 - - - - - 18192021 2223 x
t
Nl T e )
spatial irequency Spalial irequency
= v - v
YRS Ce
, i .
K - 3 e
B Spahiet Progeay (ager _,
' As e s cuner proceeds along %, it encounters the first sccics of
wrar sitlons front v 2 0 to x = 6. The velocity %, is wijnusied so that
tie temporal frequency is
D Yy
.




e veloeally 5;2 is

b4 Gl W)
. .dw . s
where N @ X - I8 —— = ~ - 28~
: maN dt : AT AN

riowe e whon

)

‘hie scanner reaches the deiail in he inteeval
I8<x < 23

grecater than x; since

for]

fa = % -
2 max 1 -1 .

M

Ihut the spatial frequency is the same, so thal the temporal frequency
f2 > f; and less bandwidth compression is possible for the same

spaiial frequency detail.

Cormiment: One obvious solation is to make the sconning velocity con-

stant for all sections having the same spatial frequercy or tromsition

daration. Thus, the instantancous velocity should be modified by the
amplitude of the transition involved in such a manner that it is reduced
only for increasced spatial Irequency. Thus the detail factor that Cherry
and Gouriel have chosen becomes the fly in the ointment for continuous

contrast pictures. A bétter choice might be
Detail figure FD = —

greater than or

Y
bl

wiere Nogois the number of transitions {quantum jumps

cqual to 1) in the interval L. Then we might change the Instantancous




oY

velocity according to

NT
max K L

x = %

Another possibility is to convert the multilevel picture to a two-
lavel, variable spatial frequency picture which can be variable-velocity
scanned {(or variable time-base scanned). This could Be done instantan-
eously by using, for example, pulse width modulation where the width of
the pulse corresponds to the sample height. Then we must scan rapidly
over sections of the time scale having constant width pulses and reduce
speed over sections where the width is changing. I have no definite hard-
ware system in mind yet, but the principle would be analogous to variable
velocity scanning of two-level signals. However here we are applying a
variable scale factor to the time base of a two-level waveform, i.e, we
perform a time base transformation, (obviously a reasonable signal trans-
formation of the PWM signal must be found to realize this).
Note: The authors discuss a modification of the variable-velocity scan
scheme which would be more applicable to grey-scale pictures. In this
scheme signal temporal frequency is fed back instead of slope to control
the speed of scanning a previously quantized picture. No details regarding
potential compression are given.

In January 1962 Newell and Geddes concluded at an IEE meeting
that bandwidth compression for TV was not very practical (G. F, Newell

and W, K., E., Geddes, '""Tests of Three Systems of Bandwidth Compression

of Television Signals,' Proc. IEE, Part B, Vol. 109, July 1962, pp. 311-324,



Dr. E, C. cherry questioned thei::.' conclusions in the discussion,
In June 1962, Dr. Colin Cherry announced that successful
compxlession of a TV picture (half-tone) of a girl had been demon-~
strated with a compression ratio of 2,85 to 1.
(Electronic News, Monday, June 11, 1962, page 23, "UK Team
Reported Nearing Practical Visual Telephone. ”). He did not disclose
any technical details, so we do not know if his present feasibility
models use the variable velocity techniques. Dr, Cherry further
disclosed that for simple block and white drawings are typescript
a compression ratio of 20 to | has been demonstrated, His press
release stated that information compression depends on the esta-
blishment of "edges' of different picture density, which results in
pulses which are unequally spaced. Then the pulses are more

equally spaced by a coder,
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By b T ias o S

TN type of schicine only a fraction of the signal saupivs are
iransaitted - linecas inmterpolation is ased to reconsiract the sigaal (with
sonie loss in [idelity) at the receiver,

- {1) One reicrence to a scheme of this tvpe is Huang, T.5., A
Methed of Picture Coding', Quarterls Propg. Rep., MIT Res. @.ab.
of Elect., April 15, 1960, p. 109. Rcsults: arc included in the
reference., When every other sample was deleted {sampling at half
the Nyquist rate) and averaging (interpolating) was usced to "{ill in the
blunks', a staircase effect was observed (horizontal or veriical lines?.
The scheme was modilied such that extra points near sudden contour

changes {as determined by a change in intensity over a threshold) were




d

w. / ] ’
ﬁ‘%’j’r }/}05,2..
;

st wlong with the halt-freguency samples, This increases the source

rate such that

R {x) > 3 Lits per sample
(G4 ievel or 6 bit samples to start with), but Lhé stalrcase effoect is
elininated. A further extension of the scheme was incorporated where
every fourth sample point of every fourth line was scnt (spatial sampling
freguency = 1/4 Nyquist rate) and in between points were sent according
io four ‘threshol(i criteria (i.e. extra points sent only 1l contonr change

was abrupt enough)., In this manncr, the source rate was reduced froos

uoLits/sample to L35 Bits per saanple with only & small loss oL sharpiess

1 +
f

Of e ploeture! Thus the ridelity loss which we expoct nsing this oo

coandivsts ftsclt i pletare Dlaziness - loss of fine detall, Conunoens
woe conld ase o scheme of 1His type togerher withy sore sratist ot e bods

or Lband-splitting to trans 3t the rine dertall, we onichy realize o sremendous

sasing in bhandwidthh over ordinary POM, Note also thot o casadvintae e of

. '
the schicme describerd by Huang is the hich buffer capacity required 1o

store and compare four lines of information., Perhaps some sort of :

gueueing system could be devised to reduce cousts.

(i1} (Reir Youngblood, "Picture Processing', MIT Electronics Lab
Quarterly Progress Report, January 15, 1958}, L this scheme, picture

samples are eliminated by an error criterion established with reference

Fy45A
to e diagram A {(from Younygblood).

i




e

Atrial straight line (dotied) is drawn fron. the oricin {s to the samploe

o)

s5. if the projected value ol s, 1.¢,, PP; is such that the crror,

is greater than a certain threshold, E,, then the sample point s, is

o
—

transmitted.

E< E,

then the point is not transmitted. The process is continued (usin:

1

.ot transmitted sample, in this case 5oy as the origin of the trial

straight line) until E > E; for the line terminating on s;. Then sy

is transinitted and the new origin of the line is s,

M ls (e s b
iol1- T'hus the straight

line approximation te the actual curve is obtained - only the corner




polnts are transiitted and the receiver linearly interpolates between
thent. Since the Information is sent at a varving rate (rapidly changing
intensity loevels yield many samples per sccond, slowly (‘.hanfj\'illg levels
vield fow sinples per second) information must be sent with the sample
value which will enable the receiver to deterimine its position.  The
number of samples between corner points (sainple run length) is the in-
foranation which is sent with the soomnmple anplitude which enables irs
correct positioning,  Run length {sample interval) probabiliticos arc comi-
puiocf anc the lenoths are coded to mininize the averave eode word lenots
Wit osix-level quantization, source rales could be reduced from 6 bits)/
sieniple to 3034 Bits/sanmpnie for the worst case {Crowd pictare? with lintie

decorease in didelbiy, The resudts were abiained by computer shoulation.

(111; A closcly vrelated scheme 1s given by JTulesy (Red Tales,, A
Method of WCodine TV Signals Based On Fdge berectionr’ . BSTH, dale,

-

itavls THere, the edge or corner points are detectoed Ly firs! cuantising
the Virst difterence of-the signal (differenced over the sanpling iaiervadl o

v

then ditferencing azain, The owiput of tie second Jdfferencing operation

will be 1 17 a corner point is present and zwero otheraisce,  Note thiat 1he
Perror ihreshold” of Youngblecd's scheme is incorporiated 1 the anns-

tiszing levels set for the first difference as shown in the diapram helow

(from Julesz ).
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T Irrger Uie cnantimng levels, thoe fewer the sé:azplcs sent sut,
o covse, e fdelitris proater. Extra polnts wers sent in ...¢

vicinity of sharp intensity trunsidons "o assure correct positioning
of "hose transitions in the reproduced picture, and also cxtra points

were sent to eliminate tive tunnel. elfcet st own Laelow.
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urs hecausce the differencd is taken over only ooe siov pling

interval, Thus, in arcas o! slowly changing intensity, the difference

ehween successive samples may not be great enough to excecd e

conntieing level and a cumulaiive error <

4

can oulld venween trans itted

corner points {(Nole that this proolem does not alzlics Youzidood's .

schicone slnce the saine orizin tor the sest lne is kept unti]

{vumualative or otherwise! is exceeded).
tnresaold

e extra points to o sent are determmined by sotid

the error olween the 1o crpolated point (e 20 P SETa
! = R

dnt o, The numboer of exira polnts which Dave to e sent ds et resae by

N Coresults oblained o Dy compuler 81 Ladntion are oorediaeiio
T vy o Limle ¢ L L T S H PP -
Tl JE POT S0 DI 10 L0V LLTS PO Sanpie 00 L WORS. CLSC L CsL-

F

aoeed L woensing lowd sporsisidrt! Y asioag b oUhan cadisg Jor the distance

ples. Storage rocquirements are considoeraisde faoout 500
.

ivioles Tor o foirly s P T - N Yoge el .

Hanvvples tor oo falliy S81i0ollsn scene ), Lol vzatlroos 1At D0 et ratie

fh.O., e rave alt which we want Lo trans:ii the saaiples) is cnnen lower

van the maxtomuam rate, .
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Contnents:

Again, queuing techniques i

ght be uscd to adyvantige 1n
eeins haffer storace requirements.,  The Younpgblood scheme scoms 1o
A g 1 N
Bave o oadvantage since it eliminates tunncling eft
tlon

cct as woell as transi-
sosttion arodzcuity (usually) although it 1s velatively
insirmmnent,

yvodifiioult €
.

Ar extension of ¢

Ll 1he

he anbove schiecme would be to set thresholds

¢ second and higher order back differences in an atiempt to avoid
unneling and transition position ambiguity,

This micht he simpler to
instrument than Julesz's scheme,
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ora Citnages (vihere the runs arve all short and nearly equally
lieely). Prediction - subtraction is one technique which has been pro-

poscd to Ydecorrelate' the source. A diagram of a basic schéime is

show basdermes dan FLj 4: 4'/1\. H

3 E ) = x )~ x_ (1) :
' P
| J
1 x {t)
F P
1
| 7 o I - )
i i \
: R 1, ——— ! e
; P i
b E _J‘,_ l.»
g Lox {te T '
prediclor P . | : ’ .
i l‘ 1 ‘F *
. ,\'D(LS ‘ tJ-‘_Jt T ' :
o B ) B 3} :
Pruans. aitter - L b
) : Kece vey
/ - - '
AT A = /J " _!l ra B
-
The predictor is presumed to have memory if desired - it computes ihe

nexi value of x (f) based on appropriately weighted comibinations of i

[

previous sampies. If the rext value X (L+ 1) s conpuied as Lae welisn o

I .

su. ol previous values, the term "'lincar-prediciion' is used. Too
) i

sa.:ples of the "error!! signal & {1} are less correlaied than he sa nnles
- { I

of x {{},i.e.theve is less redu da .¢, due to liersample correla<ion,

rpoercher the power required to transmit the signal is reduced since

£? 2

< X

Tias a ba.dwid'h saving for the same signal-to-roise ratio can e achjoverd,




Another way of looking at the action of predivtive=subtractive
decorrelation is to consider the conditional distributions
v{j/1)

whoeve jois the present saaple and 1ds the previous sa.ople for'provions
sauples). The ract that the conditional disiribwion is peaked weans

Jin consideranle correlation bs present {Recall tha:

I LT ;I) = E E (i, ) log
1 ]

15 a measure of the redundancy., If I {J ; 1) is large as for peaked con-
ditional disiributions, there is a counsideranle amount of iniorsation
about j provided by i. The decorrelation procedure makes the conditionul
distribution of ithe output P (k71) less dependent on 1 {less peaned with 1)
and vields a peaked simple disiribution P {k) for the avplitude of the
outpul where the mean and mode ocgur near zero, 'I-‘hus. the signal
power 1s reduced virtually to that of Lhe deviation component of the error
signal. The peaked error amplitude distribution can then be coded by
#  HMuffman code for optimum iransmission on the Gaussian channcl.
One basic problem with this type of coding is the consequence of
ervors (e.g. impulse} on the ability to reconstruct the original waveifor A,
.

Ifor example, if the error signal were reduced to zero, the reproduced

pivoore line would appear split and de level shifted ¢.erywhere helovs the
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crror. This could have serious consequences on the reproduced pictare
auallty unless the peak error sigual amplitude was an extremely sinall
frnctlon of the original signal amplitude (in general, the nmasiaam peak
‘o penak deviation of the error §ig11a1 can be twice the origical sicnal
sice the ervor can be either posiiive or negative froms zero - only e
pican sguare value is reduced). A possible soluation :vight be o loject
crror correction in the form of de level set information {(this could be
an extremmely lows=lrequency signal reguiring very narrow basdwidih -

c. o, AN, sin owave or shallow FM sine wave),

Note thar the peak power reguired by the transmiler is at loas:

1 b 7

the same as “hat reguired fo trans:ait the original signal since the error

ar.plitude van be as much as twice the sipnal ammplitwde. The effcct o

thie Huifman coding is o alleviare this condition by recoaing the

i clzed error reaplitude such that the opemlly) invrequent Laroe peak

wonplitades re transoitted by A larcer e aher of Bits (e tne sooalies

i

viore freqient acaplitade. We nioeht also consider analog coding o e

error sicnal o ode leoel set sional at this point.

Athird problew resalis Jro:n thie tact thar 1o all svste s con-

. 4 . . . . 5 ; . - . L . . _ = . ’ N L
sidered in the literature, enphasis was placed on power veds o ion,

.1 we let

M
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Hie problem is to minimize g

¢
(or E7 ). Howewver the minimum p docs

nof necossarily correspond fto minimizing [ {J/I} or vaximising the

redundancey removal.

In fact, ‘one problem might be stared as follows: ‘o cl.oose sob

transformation ['1} which minimizes the width of the auntocorrelation

TuneLion.
Girahan feels that the

widih reduction as the coding

sohieime for guantizing the information o a suliable nannrer St

cussed later) with a moaification of predi-“ine-subiractive codiog

gquantizing scheme is as sipgnileant in Lo

transfior:nations, I'hus., e combines a

i

e
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Inihis peneral classification, schemes are considered where
the video siznal s split fnto two wavelorms - one representing the
low froquency information and the other representing the nieh frequency

or Tedge” tntfomnation, With the signal splity, cach portion can be pro-

o

cessed most efficiently by taking account of its own pecultarities.  Thoere

are two processing means which have been extensively investizatens:
{n) Edge Detection
- -(b) Special Quantizing Technigues
{u] Edge Detgction
teft Schreiber and EKnapp, "TV Jandwidth Reduction oy Digital

Coding', IRE Convention Record {Information Theory), 1958; Schreiber,

Knapp and Kay, "sSynthetic Highs - An Experimental TV Dandwidih
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Roedaction Systeny' Presented at the 81th Convention of the SNMPT,

otrolt, Atichigon, Qcrober 23, 1958, In this schome, the low (reguency

d

araloe informiaation is PCM in the ordinary tashion, The hich freguency
= = 3 4

inormation renresents sharp contrast changes or cdye information. i

position and amplitude of these cdges must be transmitted with extremie
nrocision, otherwise serious degradation of the picture will resualt. [he

high frequency information is differentiated {or differenced over one
sample interval) crecating a serics of spikes in time representing the
amplitude and position of the edges.  The spike amplitade is grantize :
inte 7 levels - 3 positive, 3 negative and one sero,  The soven levels are
represented by a tour digit number.  The samples between ciges rovees. ot
a Mran' of almost constant intensity level, This run length is coded by

@ 5 digit nwnber {provision for runs longer than 32 is made by adding

extri bits to the nominally S-digit nummber as required - thus this schonse

is a crude form of maodified Murfman coding ). Zach edge is thus represaens
vy a 9-digit number, Since the edge numbers are vencrated at a4 varying
sate, they are bufiered and trassmitted at a rate near the averase ous ber
, , 6 . do o
of edzes per second {abowi .9 x 10 per sccond). The pamn™ low (re-
quency lormation 18 tranvsinditod (028 level guinttisanation) ac < x 100 Lauis
. v e L ) R .
and the "hiers” at 8.0 210 bauds for a total of 12,0 x 10 bads oo
Do e R . . .- . Uy S
witih 50 X L0 bauds required tor ordicary (V-0 PON
Tl:c I‘(‘L‘L‘i\.‘Cl‘ dCL‘OdCS LI&C (_‘(l_‘,_‘\! })Uh’i?in}} k;\f' L'ng,}i--‘_: Gl COrL Oy
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Ll ed "Lichs' signal

e b dicit edge amplitude number to a svnthetic analog
wihich, when added to the analog converted 'lows' signal {forys the ori-
cinal video signal.

Miscussion: The scheme is predominantly digital and does not lend it-
sell to analog comparison (the authors make a rough attempt 1o compare
the scheme on an analog basis using a signal which roguires an 8-level
threshola detector - lotsa luck Charlic! ) However the idea of banild-

splitting and separate processing for each band is a sound one, and

perbaps we should look at certain pulse signal classes which micht con-

S

ver e Thighs " information satisfactorily in an cualog fasbion - ¢
slupes, derivarives at certain polnts, moments, pulse widilis, cic i

maay e asking a great deal of a pulse to convey, v its shape, % or nwore

Lits of information (i, e. edge height and position) which may te rea

—
“a

and cheuply detected, but the rewanrds would be significant.

Another interesting peint is that of run-length-coding of ¢on-
tinmtous intensity ploeture information.  As the anthors imply, we mav
consider e successive signal samples as a sequence of 7T-dicit munboers,
for example., We now count, not the run length of identical nwniers,
but the ran length of various order dicits in the wnunbers, 1. o., the run
ol the 7 digit, ete. It should be noted that this voncent could be extendued

7 — _
, 2.6, 22 dipis taken together,

to runs of patterns of digits, e.g. the 2

24

We might be able to achicve tremendous source entropy reductions in this

N L
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v

ponner, using a mwodified Huffman code on the pattern runs (provided
cenvien chicap storage were available at both the sording and receis ing
vy, woe miight ‘.l;c able to extend the convept 1o two dicensions and
cude pattern arca sizes).

Onece disadvantage of the scheme is, of course, the storiuze ro-
guiremenis, llere, as with previous schemes, queulng technigues may
srove useiul {the authors used electrostiatic storage techuiques).
Another disadvantage of their scheme was the use of the same tixed-

lengih {5 digit) code to specify edge position. It would secm, Inview
of Nretamexr and Lacmmel's work on run-length coding that more optimram

codes requiring only slightly more hardware could have been usaed.,

(1 Special Quantizing Technigues

cials

(Refl: Kretzmer, "Reduced-Alphabet Representation of TV Sig

CIRE Conv. Record, 1956, Pu 4}, We now consider o svstent wnich 1:.-

clicies the information sink (huwman} in the system design, Pletre fide-
ity is really a Sul)jccqtix@ quantity and two characteristivs ol e hunian
sink have heen exploited:
{1) The eye is very sensitive to small errors resulting trom
amplitude quantization o almest constant intensity areas, (e. .,
in a nearly constant intensity arca, the eve is very sensitive o

coarse gquantization of the intensity).
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(2% The cre tolerates large errovs in Intensity whoen laroe

(sudden? fioensity changes occur - this is cquivalent Lo harndng

up {or dov o) the "contrast' switeh on your TV set - the ¢ye is

not 100 bothered by the magnitude of the setting - within limits),

Ll [an]
Thus Kretamoer divides the video signal into several hands -
quantizing the low [requency bands more finely {(corresponding

to constant arcas of illumination and the high frequency bands

—-

more coarsely. The table below (from Kretzmer} summarizces

the :-JChCU‘.U{FI.{. 4-5) .

<

Total: 56 bits per microsecond

Y

0 -4 TV signal quantived to 128 levaels

1
7 bits/——é—“sec -3 56 bits per pscec

G 4 mc

Toral: 28 bits per microsccond

3

e .

11 128 levels Ounniiced to 8 levels

Nty

7 Lits/y sec 1 bits per psec
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Thus, by guantizing ecach portion of the siznal accordiog
to its own need, ithe S($\lrcc information rate Is reducad by
& factor of two. Note also that the tapered quantizing
characteristic gives more weight or importance to small
intensity level chianges and less to large ones, Thus, the

sical characteristics of vision enter into e

psychophy

system desien In two ways: band-splitting and tape rod

quaniization.for the high frequency information,
iscussion: Although the results of using this technique do display
some shortcomings (spurious contours or 2hiost 11AUes appear as o
result of quantizing some of the high-tfrequency traasients) the techiique
vicelds a 201 bandwidth reduction over ordinary POM using rearkably
little hardware {filter, delay line, subtractor - no memory). Thus, any
scneme which we incorporate should certainly include the human obscervers

i

as a sink if remote picture printing is the wltimate objective - certainly

the remote printer iLFCIf rﬁay be the ultimate limiting {actor as an in-
formation sink and we should design our system so that it transmits the
information with no greater fidelity than the printer can reproduace,  1r
however, the information sink is a computer, these special guantization
teaehniques may not be applicable, since larce cumulative errors in Cois-

puter processing of plcetures should be avoided.



ESat ot

3
3
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U AL IGO0 T s SO TN Qi
T =
(Ao Courtet,  "Bandwidth Compression of o IV Sienad’™  Proc,

annlog equivadont of soow
e amplitade-position coding sebemaes discussed e i, Trled]
e snalog detensity information is frst saepled, then

- - J . . . . B B -
o aanthor doesnt mention it, the guantiasation could o bn fower voeaual

steps 1o allow for the psychio-phvsical crniae

AULCTIE TS O L wre . ihd

quantized sample values are held over to the

next sionple Toring a sten ),
A ] "' —_ T ~ 1 —":’j.;x P
7 -4 -} G & 2 e T
wovetorm (seo flgures o), 2 (from Gouriet) as frmertrrrreds T

stepn waverorm is next differentiated, o3 BS: 1-:(1 anrl clipped forming e

scquence of equal-height pulses in tigure ‘}A Ihcsc L turn gate a saw-
r. - - o
L 4.675)
toouth gencrator giving the output waveform of figure :'\f\ The peak amipli-

~

tude of this waveform at the sample points of figure

4 is proportional to

the distance between samples. Thus, sampling ot this wavelorm at

or A.6-4 _

this time vield a string of pulses {figure o)\wnosc amplitwde is proportion:]

bt

s £ob=E avd 4f -7

wnplitude and position {figures © and 7/\.11‘@ now time compressaed by

to the distance between samples, The t\vi)(pulse trains giving sample

Luirering to yield a string of pulses occurring at equal-spaced intervals -

1
.
i

seinterval i)ulnv the aversge rate of Jpulses per second for the {icld

orfigs 4, - - ard 4,490

{(ficures 8 and ‘,A_ These two pulse trains mav then be low-pass filtered

and sent over separate channels, or interleaved, low-pass filtered and

transmitled over twice the bandwidth of the

two channel sample. The

devoder then product-samples the received wavelrormis? and deri
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e onplitude-~position information,  If the
echanism at the recelver 1s proportional 1o the beight of the position

pulse, the dots will cccur in the correct relative position aeais. The

privier would adncain 1 !

1e sae level of irdensity 1o e recion belweern
saceples (with some memory, we could interpolate),
Unfortanately, the Lbandwidtl: reduction 1s avhiened at the ox-

pese of o bichier reguired signal-te-neise catio, alitbougn the proporiion

ne 1o one so that somce sivnal compression is nciaes ed {(note foat

0]

clenity, we would ke o bandwidth compression with no tnorease i ol
- . / .

so that bandwidth compression corresponas Lo ooosadler rogeired

chrastel unpnadiy 1o alrect proportion

or the lacrease in reguired PN stems Trom dhe strimoos

reguirenenis on e acouracy of the posttion indornocions. DD we regquln

TS oS ror ol one saonple duratiion witd
wotid need a0 22 db SN Tor ol ool dan s conpression (Coasod o 00
sarples  por lne, 100 transocitted samples per linel 1.e. 2 sa ples

per teansiuond. Phis siringent requirement on SHNR cie, e redhncad ot

Uie o expense o cnadwididy or Yide ity bat is probably the Bemition fnotor
[T

7 i ‘ i
oL P ALGiher reason Tor the b

tho pysitonal Taornation as nol been optiaalle codedl I wee conld

code the mvore probad e inter-sionploe ditrnraons withh o ddier vl e
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Vialnes, a4 lower averaze-power positlion’ sicnal shoula resal, This

vornd thhen redace the SNR requiremoents for the sanie DLW, compression.

Note hat the scheme provides a good example of "analog coding . W

b

s inat it oy well be possible o code Informiation with analug wive-

tor s In o o statigtical coanner sicilar 1o the discrete oose. Quoestion:

Gocs anadow codine really anount to reacy {disoreie: coding wicre o

vy b ds nsed per sacoamle and ro- o loe,s o we e able o carde o

bl e cnbher of guantie Teoals s Dothie contizoaous cos L -
et T Dos e 1 RS AU T R ;)(-:»Hi!f‘a}‘;'ia"*‘. ol we ot dorie e s s oo
waonerormy whivh is oocoded version ol e oriciaal by cosuideris two ar
Do = is1s per s.rnpiv? Fras wos da rediooe TG roginisee: s ol

of auantuen e els per saonnle siace wo goullde-ap or criple-ap on o our

crosanples oo nonlos wiva-

-

coding, 1o, use Lore Wi Lor-nry
oy derived rrom the dooble-sampled forctior fes g, s Tow-pass filteri

would then reguire twicoe Seoricinaal (Nyguist rate saongsle

frivction, but a vood deal less than the POM= wavelorm,  This nio

1
PYTOOTITTORIN it
Al DTON

B-fidelity POM

tween requiring a large bandwidth but hi.

o4 \'()l‘ilpl'()l‘a‘iisc L‘»L} o

transinission and simaller bandwidilh, lower fidelity analog transnussion.

1 -

The number of quantinm levels demanded of the detector is reduced from

e

single r-ary digit per sample casec.
Ancther improvement on the Gouriet scheine would be £o scnd

not square-wave data, but ramp-type data (note that ramps are o morce
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reEne

vithodoend approxinoation to any waselorie e are o woanes, o s wont e

it dowis the nuncber of saenples regidred o ospecis .:‘:. LSt ion froe
fwo to one. e raomp could be specificd by two naniie rar des noole ol
Ton the 1'_.0:"1:»,07'.1:11 andd Ve rtical componentay, Note tha thids s o
cnomerely the extension of presiously disoussed sehoeroen o coato
oo, and The disadvantaoes associatea with those dr a5 o nes v e

aino apply to this scheme.




SYSTEM #7: DEVIATION AND RATE CODING

Description : The waveform of photographic images is approximated by

two parameters, the deviation and the rate, The deviation and rate
are the d.c. term and the most significant term of a Fourier series

expansion of the signal over a short period.

Source: This system was proposed by R. M, Bennett after a study of
some sample photographic images indicated. There are large sections

of photographs which can be approximated this way,

Proposed Procedure: An integrating circuit would repeatedly inte-

grate and read out the values of the deviation or mean value of the
signal, The signal would also go to a set of filters in parallel. The
filier with the largest output would determine the value of k to use,

In Fig. 4-7.1 a sample scan line is shown with a linear wave above
{dotted line). Although this example is taken to have a linear rela-
tionship between waveform and degree of gray, a practical device

would probably be based on a square-law response to match the example
in Fig. 3E1, Above Fig. 4. 7], the value of (d, k) which would be trans-
mitted as shown., In addition some timing or phase information must

be transmitted. Either the time interval must be specified with a

convention as to the starting phase at transitions or the starting phase
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must be transmitted with a uniform time interval agreed upon.

A straight-forward way to implement this system would be to
set up a bank of filters as is shown in Fig. 4.7«2. In this block
diagram the coder selects the {ilter having the largest output and

then sends out the code for that frequency.

To develop a simpler implementation consider (1) what other
circuits could be used in place of filters, and (2} whether the filters
or other circuits can be replaced by a single swept~-frequency unit

like.a spectrum analyser.

To get at the first question, we examine the Fourier series repre-

sentation of the waveform:

x(t):z e}.j cos (Zgj t+ }ﬁj)
o

j-

which in this class of photographs can be approximated by

x{t) = ay + ap cos { Z,i,n;k t+ ﬁk)
2
Let Y(t) = x(t) - a, = a cos (“2t+ £,) and define
T 2 dy {t) , 2
= = y2 o Ay \t)
(y{t)) = y=(f) + k) (—x )
0{3
Then 8 (y(t) = Z akz )
k=1 '
. 2 2 27k .2 27k 2
since Bk—ak (cos (—,I;";- t -+ ﬁfk)-i'Sln { To t+ jﬁk):ak



4* 7:’%"/7’; 515

The next step is to find a physical circuit producing the parameter
Elk(t). Such a circuit is shown in Fig. 4.7-3. When these proposed fre-
quency detector circuits are used in parallel the one with the highest out-
put at B gives the &) closest to thé true waveform. The one with the
minimum output (non-fluctuation} at output A would also identify the proper
rate.

The next step in reduction of components would be to use one
frequency-detector with the gain (g) controlled by a sawtooth wave as in
a spectrum analyser.

This system had not been constructed at the time of closing of

the image transmission project.
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SYSTEM #8: ADAPTIVE SCANNING WITH BANDWIDTH
SWITCHING

Description: *
Prescan adjusts scan speed and selects which of two frequencies

f, and f, are to be used where { < fZ‘ Redundancy for error detection

2
is transmitted at f;, when f had data, and vice versa,

The prescan system could be a set of fibre optic paths connected
by logic to select the scanning speed and hence the frequency.
Illustration

A possible application might be an electronic scanning system
such as a flying spot scanner used on large type (18 point) printed page
with illustrations occurring often, having detail equivalent to 4-point
type. Suppose the large type required a bandwidth of 20 Kc¢/s centered at
12 kc/s and the fine detail a bandwidth of 48 ke/s centered at 32 kc/s.

For intermediate resolution the prescan could control the scanning
speed to center the signal about {. or f,, putting the control signals and
error detection redundancy into fb ={| into a delay line circulator to be
heterodyned with local oscillator fp during the next fA period as is shown
in Figs. 4.8-1 through 4.8~3, If the whole section of a page was in fine
detail, the scanner would have to periodically stop to insert the control
data.

*This is a system proposed by R. M. Bennett



Ao

R

1y

1




NS
1
-0

SYSTEM #9: OPTICAL PROCESSING

Description:

Two potential systems of optical processing were considered:
(a} One spatial dimension auto-correlation functions and Fourier trans-
forms obtained by sending a light beam through an optically active crystal
modulated by the function h{t-7) or cos wt in the form of a voltage across
the crystal which achieve multiplication by rotation of the plane of polari-
zation.
{b) Two spatial dimension auto-correlation functions through passing of

two-dimensional light beams through masks.

(¢) & -modulation: Modulation of the image by grating sections at

angle & which puts images at angle s in the Fraumtrope diffraction plane.

Status of Optical Processing Systems:

{2) The one spatial dimension system are believed to be covered by a
series of patent applications by Mr, Wilmotte. These are essentially a
substitution of optical circuits in place of analog electric networks or
digital computing circuits. For example, see Kerr Electro-Optic effect.
{b) For compression coding the two spatial dimension techniques look

more interesting. These are described by a paper of W. Meyer-Eppler

(with G. Darius in Third London Symposium, Information Theory, London

Butterworth's Sai.Pub. (1956), Two-Dimensional Photographic Auto-



Correlation of picture and alphabet letters, pp. 34 - 36).
The basic method of obtaining photographic auto-correlation
diagrams is shown in Fig. 4.9-1 and a sample set of auto-correlations

and cross-correlations functions from Meyer-Eppler and shown in

Fig. 4.9-2.

T g —

Figure . Schematic v.ew of photographic aute-correlator.,
L, light source; 4, B, transparencies (siides); £, photographic plate.

9.5
Figure 2. Cross-correlation
matrix of alphabet letters,
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{c) & -Modulation

Dr. A. Lohmann* has described a method of modulating an optical
image through superimposing a diffraction grating at angle § . The
spectra of different parts of the irr"lage constructed of diffraction gratings
at different angles & give Fourier transforms in the Frankfer diffraction
plane at the corresponding angles &, where & = 90° = & . The &-modu-

lation technique offers potential applications to image transmission which

have not been fully explored yet.

#*IBM - GPD Report in preparation. TR p2.299 (OC{ ~{u-5 2 )
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Fig. 4.9-3 Grating at Angle 7 = 90° - 3

(from A. Lohmann, '"Einfuhring in die Ubertregungstheore der Optischen

Affeldung, " pp. 5 - 10, in Photographische Korrespondenz & Sonderheft

{(Kohn 1958) Darmstadt 1959, +erlag Dr. Othmar Helwith).
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Fig. 4.9-4 Image of & -Modulation Object in the Fraumhofer
Diffraction plane showing ist, 2nd and 3rd orders. (photo by B. Margenstern'

T Hochschunch, Braunshenig, April 1962)



Although neither of these systems were tried experimentally,
they warrant further investigation. Meyer-Eppler discusses the symmetry
properties of characters and their correlation function. These symmetry
properties may be significant in designing special cases of image coding

and decoding.



AN

LY

-

2

- Hun Lenoth Codine~
{Rers: slichel, Fleckensted 1, Kretemver, VA Coded Facslaile
Soste 1957 Wescon Conv. Record, p.o2: Lo anel and Brogan

YUloded Trans nission of InTormation, " ASTIA 36785, Sedtiom and

Valior, "Dandwidith Compress.on for the Trans vission of Wide-Band

Faosinile Signals™ 1BV - ASD Teohnical Report «17-047),

Used privarily for Llack and wlite siynals (oo prined paze

and bine drawings) the scheaie Is basced on the fact that the probabilicw

cdisirittion for a ruan of black doss in a scanning Hace s peascea, Thos,

aovode such as a Hulfmann code can be used 1o reduce the avoerage
.

DL ol Dits required to specitv a run. Thus. ‘he ave FaLC milnaer o

bots required oo specily a page is reduced.  This resulis o vl her o
conawidith or transmission i ae sas g, Do practicoe aovodied Hodfve -

code is ased to comipress (he source b oorder to s PAe Coadp o

SOOI LS,

Lioextension of rua dength coding is s

P
[P T

o BSTT, July 1952) where any cormonly ocourring SCGaeiee of

svebols may be considered o "run and treated by 1l sacithods outlined

Ei‘t)u\'(‘,

Fun length coding, althonoh quite efficient for printed DAL SOt o5,
tsoie pouor method for pictyre processing becaitse i1 does not redusco Ltera

sidple correlltion fhowever see section 4{a) [or maodilication),
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G rons v, then, other methods of source encoding whivh redce inte -

-

sicple redundancy nast be dnvestizated, However ran lenoth cadlng

e cxpected to vield good resulis where larce solid-color arcas or paticris

appear velle rreguently, e, o, line drawines., Note that mec-leneih codin

-

is s dirst-order approach 1o opiiinum cading for a4 SMarkos source since

ilivy of oceurrence,  However true Markov source coding would involoc

codins seguences of runs as well as the runs thernselves.  Wolel o al
(W le, v, and Barrvow, Reoduced-Time Facsie ile Trans: dasion b

icital Coding, Transactions .Gl CL ‘* . Septeraber 1961) have fownd
that source compression factors of 3 - 1 are teasinle Gsina rase Jengls

. ddowever the bulfering requirernents are guire hish sincee the

¥

ol

4

inlormation 1s to be transniitted at the averaze rates.
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SYSTEM #11 Adaptive Run-Length Coding

Gean
RESCAN
P Multiple Scanning Head: vertical group
o f———
o g < .
‘ BLANK sensors in the black scan allows for
:

- the skipning of groups of blank lines.
} The two horizontal -~re-scan sensors
|

measure the signals for snme point of

r /‘ -— ; &yi\ﬂ Scﬂ‘h—
!"’La“j .1 /o 2Cam the autocorrelation generation for

" controlling the speed of scan t - fit the rate to ootimize the rate of scan

to match the coding system.

A sample graphical illustration of the comnression theoretically

available from this system is shovn by item F - I in Fig. 2.7.
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which can be monitored {or controlling the rate

coupling the feed to the scan

tnooun, Clocking for the
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An optimuny system, then, is one which will maintain a constn.
caernel rate and which will scan any type of document. The =ys.ocoi pro-
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SYSTEM #13: FREQUENCY MODULATION -
PHASE MODULATION ADAPTIVE SYSTEM

Description: This is a proposed system in which a set of fiber optic
rods connected to phototransistors and logic determine the approximate
distance to the next transition between white and black.

The speed of the scanner is transmitted by the frequency as an
FM signal., The time of transition between black and white or white
and black is indicated by 180° phase shifts (PM).

A possible fiber optic grouping and logic is shown in Fig., 4.13-1.
The correspondence between Frequency, Scanning Velocity, and Run

Length is illustrated in Fig, 4.13-2.
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SYSTEM #14;: PATTERN CODING (SEGMENTS)

Description: Break all letters, graphics, etc., into basic pattern elements

as is shown in Fig. 4. 14-1. Code element and position {or angle) into

binary code. This is similar to the handwriting and pattern recognition

system of M. Eden. (IRE Trans. IT, Feb. 1962)
This scheme, although seemingly "way out' might be easily

instrumented with some clever choice of the basic patterns to be

recognized and techniques for recognition. Common factors to all

should be utilized and registration should be immaterial.
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A related system was considered, but not examined in detail - -
TOPOLOGICAL TRANSFORMATION. This applies to system where

the format of the characters may be distorted but still recognizable,
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SYSTEM #15 - PATTERN CODING (DOTS)

Description: This is closer to a pattern recognition system than a
true compression coding system., A prescan would line up an 8 x 8
{fiber optic matrix over a character as in Fig, 4. 15-1(a). The charac-
ter would energize 12 of the 64 fiber optics, of which 5 would belong
to the subset of 10 used in Fig, 4.15-1C. For limited type fonts this
system could effect a compression, It would require a read only

memory at the receiver to fill in the lines through the dots.
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SYSTEM #17 COORDINATE CODING

Description: Coordinates of Block Areas are Transmitted. Horizontal
portion of document divided into 30 sections - 30 "bits'" long. Each section
described by a 5-bit code word. Vertical position in one scan - width
Increments - at end of each line scan a sub-head to "one inch one scan"
generated.

As long as no block detected by scanner, only '""Advance' code
transmitted. When black detected, sector code and data string trans-
mitted - if succeeding sector also contains black its data string trans-
mitted immediately without section box.

Scanning rate could be about 100 times transmitting rate but
scanner would be controlled by buffer, i,e., as buffer becomes filled
scanner is slowed or stopped.

(see Fig. 4.17-1)
Comments: Total blank codument could be described to transmited in
about 2 seconds. A closely printed document could probably then

or more.
Since ne ans of distinguishing between codes loads and data must be

devised,
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SYSTEM #18 - TWO DIMENSIONAL LINE SCAN

Description: Prescan measures vertical and horizontal redundancy
and connects reading fibers for optimum type (i.e. horizontal scan
or grouped into 5 vertical dots together).

This system would scan horizontal lines and prescan 5 lines
ahead for state count and partial scan for blanks next 6 lines. The
logic would determine whether the next line would be processed vertical
or horizontal.

This system may involve features of: Facsimile AM-S5SB
plus Run Length Coding, Adaptive, plus Coordinates of Sections.

The basic feature of this proposed system is that the lower
case body of typed lines is coded vertically, while the hats, dots,

and tails are coded horizontally.
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SYSTEM #19: MATRIX PROCESSING

In this scheme, we provide an optical scanning ""head" which

consists of an array of optical fibers as shown in Fig, 4.19-1, We
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combine the fiber outputs in a digital filtering netowrk {sequential
combinational logic) such that the spatial redundancy in the scanned
image is removed. One such scheme consists of two adjacent fibers
whose outputs are summed modulo 2 such that '"0" is produced if their
outputs are the same and "1'" is produced if their outputs are different,
This is a form of cell-to-cell prediction to reduce redundancy. If it is

desired to use only a portion of the mxn array (e.g. the diagonal)



Then the other fiber outputs might be dropped. The object is to convert
undesirable run-length statistics ('e. g. monotone decreasing) to more desirable
statistics Je.g. highlight at longer runs) so that Huffman coding will
result in greater compression factors., Some of the fiber outputs could
be parallel outputs to be converted to serial at a later point. Thus, due
to the head motion, we might be scanning little vertical strips along a
print line (this is one method of charging the run length best solution).
The receiver might have a similar head with both read and write
elements. The read elements would view the information already written
out and, together with the redundant-free information received, compute
what information should be written at any particular instance. There,
an 'increase' type digital filter would be provided at the receiver which

would put the redundancy back in the transmisted information,
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SYSTEM #20: OPTIMUM BLOCK LENGTH CODING

Since this system was incorporated in the feasibility meodel,

the description will be found in Section V.
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NOTE

Certain cyclic code and recurrent code techniques were considered
in this section, but were moved on to the line drawing section,
because they were not found to be capable of reasonable use for

typed or handwritten documents.
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Irmage transmission of engineering drawings could be accom~
hed by using an encoding scheme quite different from that used in
transmitling printed material due to the nature of these drawings.,
Gencrally speaking, engineering drawings consist of coordinate points
joincd by relatively few kinds of lines; e.g., straight lines, arcs,
clectronic components, dimensions. The coordinate cacoding method,
which can be quite efficient compared to run-length coding, recognizes
and utilizes this fact. '

From its beginning until recently, the art of drafting has been

primarily that = - an art, Great emphasis was placed on drawing fine
dc;?.ails and perfect letters. However, since the end of World War II,
icsigners have come to realize drafting is not a fine art - - that one

q
piwure is not necessarily worth a thousand words. Rather, many times
o

brief, quickly typed (and transmitted, incidentally) note supplants a
complex drawing. A modern systematic approach to drafting has been
wdopted by the General Electric Company 1 . Itis to this latter type
of draflting that image transmission would be most readily applied. In

{uct, because the lead time of this transmission system approximates the

iife of a typical engineering drawing (three to six years), a new method
YP 8 g :

of drafting, which is also compatible with mechanical design automation,

can be created {or optimum encoding and transmission.

Facsimile image transmission by standard techniques is accom-

plished by dividing an area into a large number of arbitrarily small

units, defining each imit by position, and describing it by color., Rather

than transmitting each dot or specifying the number of like dots in a
line, this system would transmit only the locations of line end points
nodes) and information defining the material between these nodes. In
order to reduce the total number of kinds of lines transmitted, code
lengths could be reduced by using control panels or stored program for
cach major kind of drawing. Typical kinds of drawings are clectrical

schematic, block diagram, plumbing schematic or layout, patent,
smechanical, welding,arcinltectural, and structural.

—

Two drawings - - a still life line drawing of a fruit bowl, and
an electrical schematlokwere studied to determine what comoressu:)n
factors are possible using this method. (See-attached-sheets) Thesec
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pariicular drawings were chosen because they had previously been
analyzed by Bell Telephone Laboratories. (2} Two fairly general codes
were usad with the still life drawing: single linc encoding and multiple
line cncoding. By the first method the alphabet consisted oi four
»ometric shapes: straight lines, curved lines approximated by arcs

ol radius less than 10, 2 inches, sectioning bounded bif polygons, and
scctioning bounded by arcs and lines, To be consistent with the previous
analysis, the 8-1/2" = 11" page was divided into 10-mil dets. Therefore
21 binits were required to encode each coordinate. Arcs can be defined
by any one of several methods, the optimum to be determined by the
implementation scheme. Single line encoding requlred the transmission
of %, 023 binits representing compression factor of 12. 5 times from
Shannon-Fano run-length coding or 230 times from straight facsimile.

Yhen nodes were shared by two, three, or four lines, the compression
factor increcased to 15 and 280, respectively.

A special code was devised for the electrical schematic. Only
those cornponents which were present were allowed in the scheme; there-
fore, the resulting compression factors represent an optimum rather -
inan a gencralized electrical schematic condition. The alphabet con-
sisted of three separate types of words: two-node connectors, straight-
line end points, and fixed length notes. Each word was made up of: ddia
bits which describe the coordinates and other unique information, and o

niquely dcecodable prefix which specified the word and its length. Twod-
nocde connectors consisted of lines, chokes, resistors, etc, that can be
described by type and two node positions., Straight-line end points are lines
thal emanate from a dot and terminate in a special symbol such as an
cmiitter, a relay contact, or an arrowhead., A separate prefix was used
Zor those notes of a unique length, and the location of each note was
specified by one coordinate.

Two different methods of prefix coding were tried: variable length
Shannnon-Fano, and fixed length five-bit. Although the former resulted
in fewer total binits transmitted (19,270) it would be much easier to implement
the slightly longer (19, 615 binits) five~-bit prefix. This difference is small
because a major portion of each word consists of data bits (42 to 141 binits)
per word. Coordinate compression of this electrical schematic resulted

in compre ession factor from Shannon-Fano run length and straight 1ac51mllc
of 6.25 and 47, respectively,

These preliminary analyses were performed {o approximate com-
pression factors with little regard for implementation. Unless a storage

medium, such as paper tape, Is prepared during the drafting procedure,
scanning might prove to be very difficult.
4
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Possibly a servoactuated line follower with associated rules’
and logic could be developed. OQutput documents could be prepared
with a modified X-Y reg¢order controlled by an analog or digital
computer, available commercially, (3)

The compression factors obtained indicate that further work

should be done to exploit this method of image transmission.
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SYSTEM # >22: CYCLIC CODE COMPRESSION

Description: If we consider a blank page as the correct message and
the dots of block as errors and run the digital representation of a page
through a Bose-Chandhum,~-Hockingkem error-correcting decoder to
obtain the ''corrector'' digits. Then we transmit the corrector digits
which from a message having a number of digits equal to the parity
bits only. At the receiving end the running of the ''corrector' parity
bits through the decoder-corrector circuits would generate correction
bhits corresponding to the block dots. The limitations on number of
errors that can be connected by a reasonable amount of redundancy

in a code limit this case to line drawings, with a limited amount of
text for lavels.

Reference and Example:



Edwin Weiss has developed a formulation of the relatioms hip
between compression and coding®. Weiss states that if each block
of data contains less than e ones and there exists an e-error correcting
{n, k) code A, then a compression of {n) (n-k) is possible.

For 64 pica characters per line with 4 transitions per character'
or 256 bits per line of 850 bits or 1700 bits
Divide line of 850 bits into sectors of 127 bits
i, e n=127, e =256/7= 37
for t =31, n=127, k=8,

R = 127-8/127 = 1/1s07

For 14 sections of 127 bits @ lines per inch or 1700 bits/line

56/14 = 18+, t =15

e =2
(n,k) = (127, 36) R =127/127-36 = 127/91 = 1.4,

*Edwin Weiss, "Compressional Coding'' Trans IRE, Vol, 17-18, No. 3
April 1962, pp. 256-7
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Appendix on FSR Compression of Characters:

Cyclic code compression works for drawings, but not for typing.
Methods were explored of sending the parity bits plus a transposition
code for transposing the columns of the FSR at the receiver, plus a
starting point code to indicate where in the cycle of state of the F5SR,
the initial point should be. Examples of this type either filed in the
holes in character like A and B or lost the crop bars in characters
like A, For further possibilities see I.5,Reed and R. M, Stewarts
'"Note on the Existence of Perfect Maps' Trans.,IRE, Vol. II,
Janu.ary 1962, pp. 10-12, Appendix on Recurrent Codes.

Recurrent codes such as Hagelbarger codes were considered
for compression of line drawings. It was found that the restriction
to '"bursts' correction put on too rnany restraints on the system to

be workable.

el



SYSTEM # 23: ANALOGY FROM BIOLOGICAL SYSTEMS

There are biological systems exhibiting a kind of compression
coding in the multiplexing of the axons of the sensory system,
Clyde M, Williams (''Representation of Locality in a Biological In-
formation System, ' Bull. Math Biophysics - 20, 1958, pp. 217 - 230)
discusses the evidence for the existence of complex code compression
(or multiplexing systems} in nerve system of the rabbit, For example,
5000 dorsal root axons innervate 100, 000 hours on the rabbit ear, and
each hair in innervated by 4 to 6 axons. Under minimal stimuli the
exact locality is transmitted to the brain, but under maximal stimula-
tion the details regarding locality are lost,

No direct benefit to engineering studies has come such biological -
examples, but as we learn more about bioclobical systems, we may find

useful analogies.
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\/. FEASIDILITY MODEL - RUN LENGTH CODIER AN

SNMOOQTIING DUFFER

,;“r»\,-\-—»-‘—\.—r\vﬂ A -

FHECORETICAL BATKGROUND
Dipital Hlock ceding of run lengths is a coding scheme where i

veos o up to a4 maximum af 2 are countced by a bloclk of i s
I A 7

\ ko of :10—1 banits
Lixoone sinit is used to designate the color of the run. This sciome cun

result Lo compression only if the lengihh of the run is graster ihs ]

longth of the bloek code representing that run length. I the average

o
run lenglls 1s longer than the block length of the code, then compress.ou
will occur on the average, The amount oi cornpression that con e

-

ieved is stroagly dependent o the Llock length of the code. Jor G

5ordeular ree length probability distribuiion, therce is ap opilmuny LioCE
lorgth as shown in Figure™l. Siraight foesiimile occurs wihien e Lloc
Tength I and no compression is achieved.

cosuly in moderate commpression, but long b

yut g block lengihs resalrin coro-
prossion [actors less than unityr,
It should be neoted that statistical variable-length coding of ile

run lenegths can result in even greater compression factors than block

codinn. Howewver, variable length coding is difficult to implement and
ihuzs 1s not used in the initinl feasibility model,
.

£
block coding is suggested in Figure* 2,

P

One way of viewingo

run-length probability distribution so that run-length counts g
= 1
JoTe . .

| are impossible,

o used for determining

This distorted distribuiion is the

“

the optimum variable-lenpgth code {i, c., thoe

Huffraon coding of the new run length source, n! .-

Coding of the run length dita intreduces time gaps in flow ol 1.~

being fed

lormuation out of the coder even though the information is i

Biocck coding distorts the aciusl
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puootily lnie the coder., Compression can occur in resl Linse only

inin o coded Information is fed smoothly to the cormrunication channcl,
A cnooliing Butier perforims tie duty of climinating the gups in the coder

oulnul. e eperation of this buffer will be described in the hardwarc

[N AR GRS & N

Inorder 1o experimentnlly delermine the feasibility of an im
- o«
N . [T 1.0 5 5 1 ot . A L T T 2 P
woding and deta simoothing scheme, the system depleted in Figoreild was

.

caosviructed. Black-white image data is scanned by seven optienl fibhers

parallel and gampled at & fixed rate. Parallel to serial conversion
ol the snonpled data is performed by a scven stage shift register. Thiz

Seririisod infornas Vblo*l is then fod 1 1*0 o 4 stage binary counter which

1 U of

counts run lengths of black or white elements up to & mis

. oince two o1 more consecutlive runs of the same color car ocgur,

Jsifuir Binit is suflixed to determine whoether the rul Was LLack Or Wiitc.

Ve nexnt operation thot must e periormed Dy the sysioon 1S o

the information flow, The coder omiis infor:r

forim ol 5 hiniis words qulic spurlously in

F T S S - 43 . -
WAIDO0L TR o almitiaed a 10]3?} (- SAVE I

word., in order o usce thae

foowmsldled &osaori vime alter ihe precoeedin
e R PR A oL T T STl G ey - T,
conmuanication channel C‘..LJ.C.L\_-:AL].’,, LIT1S BPUrIQOUS SintlE5.100n italst ue

)

anel at egui-spacead

&

o
ot
0
ot
s
4]
b1
o

soloothod suckh that the words are prescate
ome intervals, A special smoothing buffer ceffectis a solation ioc iue
I;»".‘O“ul [CRe-gR

The buifer is always {illed relative to the right end (output cnd),
Lo s entered into one of the input lines by means of a gating 11<:twor:;<
couirolled by circults that keep track of mow far to the left the buffer is
ciaivd, The data in the buffer is simply shifted riglht to the transmission

Lo ot equnl antervals in time.  The coded image information can thus

L e cred smoothly to the communication clhiannel.
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Tt sreald Be noted that there are ‘hree otier varintions of .18

rd

Liler slructure, shown 1n P’Lmré’«i. Tue rixed position inpuly tixed

v output schene depicted in Figure 4 (o) reguires e detecnon

e
<
I
.
C

oo T Liis to deter:iclue tae position of information heing shiltud towerd
1.0 oriont ia the porilon of tne buffer not already rilled. e Vpro-
woosiing! informaiion reaches the last word in lhe queoue, Dropagation
Cwoconsed so that no lnforication is lost. Shilimg of the pacae is clwoys

Goiied voless an oulpul regquest ocours, LG BCHC LG L 3L

"

+

o os.odler ro the bulfer used in the feasibility model, except thon ino

- - z - e M N L - PP i . . .'f 1 *
Lonul osirion is rixed and the output position is variasle. In Figuro4 (¢
- - a k)

we eliinisate the shifting operation by using varialle position control on

Lot iapul and output, utiliring o ostaiic storage medluarn..,

Ny
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C, EXPERIMENTAIL RESULTS

Sims did not permit a thorough invesligation of the compression
wop adities of e systenn. Heowever somse prollminary drts wis Loken

Lo cumpare wne predicied results, A scanner resolution of o niils was

- e Lt - e T bl
Tued Lo obboan tne data 1n i

igurce 5, The cownpression factor is obiained
sy lorvmang the quotient of bits into the coder Aand bits out of the coder

Lot wne seon line,  For blank arens, a compression facior of 3 is cx-

necied slace we code a run of 15 binlts withy 3 Lindts, Compression is

1 1 -

roceced for shorter run lengths rnd becomes unity for run lengins of &,

fere - s . 2

Dida ocan be scen in the figure: as the systom scans the finer grids,

compression is reduced.

At

L

- a ! . - - . - B
everal Jactorsexplain the discrepancy betwean the prodiciec
‘vl

2wl experimental results. If the grid bars are slighily skewoed wiih

resnaect to the verticel ine of 7 fibers, run lengths shorter than 3 will

e lrequently encountercd when scanning the finer grids, thus reducing
corvorression,  Purther, if some of the fibers are out of line, short rurs
ool e encoantered wien the sampling time occurs near o black-whise

troonide., Another factor is that one of the scanner output volizges

conhl ol co anaintained at the desired level for switching succecding

JLg test. This would introduece errors in (e data and

~
-
Py
jai
o
«w

: : Toiomde
LUy AU TS

produce shorter runs when scanniag the "olank' pattern, as well as thie
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Despice tne diserepancy veilween some of the experinenial ond
choeoreticad resulls, e mnmodel does prove feasability of the coder-Lutier

LY LI L wcnleving moderate comnpression of Llack-wicite ivace dot .,
2iooa welweved that Llook codes and a short s:ooothing bulfer of Ll:w typo
Gouorlied Dnothis secuon (Llthiough perhips raplemented witl: low cou!
cor: logicy usad in conjuncilion with & varinble speed controlled scoanner

ol wne type discussed elsewhora in the report would provide o moder.aie
I

¢ ooproession ferrminal at a reasonable cost.
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D, EXPONENTIAL APPROXIMATION TO RUN LENGTH
PROBABILITY

The run length code used in the feasibility model described in
the preceding sections was derived by fitting a Poisson probability
distribution to the Mohansic run-length data for a sample set of typed
pages. Print-outs of the datistics used in IBM Report 17-037 {(Arthur
L.. Prudhom are Ulbe Faber, "Band-Width Compression for the Trans-
mission of Wide-Band Facsimile Signals, " 4/21/61) were generously
made available to us by A, L. Prudhom.

If we assume a random signal with the transitions between black
and white randomly distributed in accordance with the Poisson distri«
bution

PT)= a1 e * /1,

where n is the number of transitions per interval of time T {(seconds),
and a is the average number of transitions per second.

The probability of a run length is derived as follows:

-a T
Let Pl = Pr {no transition in the time T} = e

-a 4
and p, = P (no transitions in the time T) = e aaT

thenPr (run length equal to T) = gl\_;_lgrg Pl(l-PZ)
- T - T - T
ce P T -e ™y e T (1o lvaaT o )
~-aT a T
= ae
- T
Then P__=P_/&T = ae ° .
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Let T =& AT, then the rmean time:

T = fmTae-aT dT = l/a= 3§ 4 T; a=1/gaT
. .

[

P(g)=P_ga&T =ae AT =zae

where £ is the number of bit times in the run,

The Mohansic statistics are plotted in Fig. 5.6. POints have
been added to indicate the effect of limiting the blocks to 15, 31, 63, etc.
bits., Two Poisson derived curves have been added, one for (.-5, = 3 and
the other for AZ: 4,

Below run lengths of 15, the exponential curve for g = 3 fits
better and above 15 the curve for € = 4 approaches the distribution better.

The block coding method may best be described with reference to

Figure 5.7. Optimum (Huffman) compression coding of the run length

source yields code word lengths which are a close approximate to

-log, P (£)"

plotted for E = 3,4. The number of code word bits required to code a
given run length for the block coding method is given by the staircase
function in Figure 5. 7. Note that this forms a first-order approximation
to optimum coding for the £= 4 exponential distribution., This method,

although less economical in its use of bits to code the source, offers

the advantage of ease of implementation over the Huffman code structure.
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Using diagrams such as this as a guide, special variations of block
coding may be adapted to achieve second order approximations to

the ideal code siructure with arbitrary source statistics.
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The choice of a method for image transmission depends upon
the scanning technology, compression coding technique, and the modu-
lation systems available. Basic facsimile {(#1) is recommended only
where fine detail is required without too much concern for cost. Even
then a more accurate reproduction could be obtained by using some
compression and then adding back the redundancy for error detection
and correction.

Variable velocity (#2 and others) scanning extremely desirable
to adjust the data rate to fit the available channel capacity. Partial
transmission (#3) is potentially useful, but requires some logic at the
receiver to fill in gaps between transition points. Predictive coding
(#4) offers potential savings, if combined a particular modulation system
such as data modulatio.n. For photographs the band splitting techniques

(#5) offer some advantages. Analog compression coding techniques
(#6) have been fairly well developed for TV picture compression, Devia-
tion and rate coding (#7) is definitely an approximation system, but
might be useful for certain classes of pictures where small shifts of
detail are not serious. The adaptive scanning with bandwidth switching
(#8) might be valuable for predominately mixed text where standard type
is interrupted by illustrations and tables,

The three types of optical processing (#9) have considerable
potential for replacing some electric circuits with optical-mechanical

and electro-optic devices. The state of the art for such devices is not



[
%Y

quite at the stage for economic utilization.

Run length coding (#10} is the old standby of practically all
feasability systems for compression coding. If new techniques of
using run length coding can be found which do not require large
buffers an advance would be made. Adaptive run-length coding (#11)
offers a more efficient use of run-length coding by skippiﬁg blanks and
adjusting to different run-length distribution. The low inertia type
scanner (#12) offers the possibility of a practical buffer-controlled
scanner for run-length coding.

Ancther way of overlapping an adaptive scanning system with
a2 special modulation system is to use fm to indicate the scanning
speed and am to indicate phase changes at transition between black
and white (#13).

Pattern coding (#14) using segments of characters is in reality
a kind of character recognition system and is limited by the recognition
logic required, If a certain amount of degradation of character shape
can be tolerated, it may be possible to take short cuts which result in
some distortion of characters in the found a topolbgical transformation.

Pattern coding (#15) using dots can have some simple cases, but
in general it is close to the character recognition problem. Where
there are large white spaces, coordinate coding {#17) could be very
useful. The proposed two-dimensional line scan (#18)} offers a way
to realize some benefits from the two-dimensional nature of the code

compression problem.
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To evaluate the potential of matrix processing (¥#19) we need
a more general theory of '"digital filters." Some approaches to this
problem can be gained from A. Gill's paper on probability transformers

Jogrn.
in the Feews of the Franklin Institute and Reed and Stewart's paper ''Note

on the Existence of Perfect Maps, " IRE Trans, on Information Theory,

January 1962,

The optimum block length coding {#20) has been shown feasible
through the experimental feasibility model, but insufficient time was
devoted to finding the best conditions,

The coordinate engineering drawing compression (#21) is becoming
more practical as large companies orient their drawing standards for
automated procedures. By establishing some simple restraints on
line drawings including a limit of the number of lables allowed, itis
possible to use optic code compression (#22) following the theorem
developed by Weiss., In considering biological systems (#23) it is in-
structive to note the compression obtainable in nature under conditions
transmitting the outline of maps, but not retaining internal fine
structure,

When funds are again available for further studies of image
transmission, it would be useful to use the feasibility model to collect

new statistics and to test alternative compression schemes.
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gy . e a - 4 % T A
Zege eficets and ily-Dack time ax neglected. Figz. 1
. - : . o i i 3 thd
Grtwn o diageom of the scanner., A 15 the moian sconner, while B is tas
! - P Impr oo o e s 3 A%
Grialinell pl‘x.._n..\.-_u\. s siemet 10 08 tae Same S8 as A
o - - N, A, nn ] aeem T o Aaen R
D scanier progresses at 4igh speed until g fransition Ccours (in fhis
1 Tromeition 11 t = gh-oie Tyt ot thig #ir=n 7 Smacaoos
Lilo L IGITSLUION wWiil 0o involve shades of STAY jy 2L Lalg LTINS Lo SToTQOLD

iz taen resuracsd. In this case; then, the slow speed will be in effecy

olt {resolutiozn) space. A truth-table summary of speed chanze

Lo Gne oIt (re

horiz OI’]...M..LY,

it -

chova in Table 1.

zl scanners, labeled 2, 4, 8, and 16 (Fig. 1) encompass ihe

- of spaces as measured in "AY units. As the scanner progresses

the vertical scanner 'locks' fexr data. The number of lines skippec

) :wends on which unit detects the data. I V2" detects data, no linoes

‘!-d"':)\.‘.\...,\ QL.. JL,
slipped; if 4" does, 2 will be skipped; if "8" does, ¢ will be skipped;

UG does, 14 will he ckipped; if no data is detected, then 30 lines will be
inped. Sece Table 2.
SUNEe meané, Euch as a mech,anlcal stop {or the detection of the scanning
wotoal o siven position), 1s necessarxy for detecting the end of a row., A
colils vequirement oxists for the end of a page. In the program, the "physical

" iraveiled by the scanner was limited in either direction.



The output information was ceded in the following manncer. At the end

Gl ooiven row, sets of coordinates were generated summarizing the following:

4 - the vertical skip distance, and

s - for cach soeed change, a sammary of the speed value, data value

’

and distaace travelled since the previous change.

"

The program was sufficiently complicated 50 that the second part was

i
g
o: aitemipted in the tirne allotted, This would have been to simulate a
secwiver which accepnts the data produced above and converts it into the

WIIUANLL LIa e,
o

7 il ~ The Program

one unit ol scanner resolution. The program may be found in Section I of the

caclusure. Comments are written in pencil on the program to help in its

Jon
-
-

:rpretation.  Section [ shows the output., The columns are labelled and

cormmments inserted as required,

v

Relerencer Wlectronics, V. 31 #31, Sept. 26, 1958, pp. 84 - 88,
- - - system developed by RCA - - stops momentarily at a transition.

Flg. 2 snows the lmage set up in an array, A jk- Iiacis sguare represanls
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1. 2 shnows a general system

ot

e

sS4

\preadix - A Cencral System
des of gray included). The scanner

sresees at aigh specd until a transition occurs. The specd will tuen be

reduced i accordance wita some relationsnip to the change in data value.

v

-

[~

Yor example, let Sn = (I}, say S

whore

~ 3
i

S 1AM I .@.I_..
max T

Scanning speced

Maxirmmum speced to be used for
blanik or solid areas

Some constant 1o regulate the
T

sensitivity o 5; to &

———

at

Intensity of light from tawe

scanned image

Soimme guestions nresent themsclves:

+

. How can the slope of the
irack at the proper speed?

. Stould X =z {(S max)?

-

Can thwe slope also be used to vary the intensity of the reproduced iinia

transmitted data cause the recceiver scanncer to

A
PR

et

;ltow can coding be used to effectively compress messages ?

«

=

Suculd the scanner output be analog or digital?

Sorne suggestions regarding tne vertical scannes:

. Usec buandles of fibers; logic circuits can provide the decisions regardin

sKlp distances.

it may be possible to use 1

v T
o

fibers instead of bundles of smaller ones.
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Appendix B - Modulation Systems
.

The project did not reach the stage of a systématic study of modula-
tion systems. However the following modulation systems were briefly re-
viewed:

]

(1} Amplitude Modulation - Double Side Band (AM - DSB)

(2) *Amplitude Modulation - Single Side Band (AM-SSB)

(3} Frequency Modulation (FM and FSK)

(4) Phase Modulation (PM)

(5) ph'Fse Modulation - Vestigial Sideband (PM - VSB)

(6} Delta Modulation (AM)

{7) Amplitude and Angle Modulation - Single Sideband (AAM - SSB)

For an earlier comparison of different modulafioﬁ, see the papef by

Jelonek at the Sccond London Symposium in 1952 (""A Comparison of Trans-

mission Systems™, in Willis Jackson, Communication Theory, London:

Butterworths (1953), pp 44 - 81).
There is a 1958 paper by George J. Kelley which has limited applica-
tion to this problem but is a good_example of the comparison of different modula -

tion systems ('Choosing the Optimum Type of Modulation - A Comparison of

H



Several Communication Systems', IRE Trans. Comm. Systems, Vol. CS-6,

No. 1, June 1958, pp 14 - 21) and includes a uscful bibliography.

The work on pha=zo modulation systems in the San Jose IBM-ASDD
Laboratory is sunnunarized in reports by E. Hopner {("An Experimental
Modulation - Demodulation Scheme for High Speed Data lTransmission”,

IBAM Journal, pp 74 - 84, Jan 1959; "Phase Reversal Data Transmission

System for Switched and Private Telephone Line Applications', pp 93 - 105,
Vob 5, No. 2, April 1961}, C. M. Melas (""A Transistorized Data Set for‘
Operation over Teleplhone Lines', IBM Report RJ-159, May 20, 1959).

The development of a \-estigial sideband phase modulation system with
injected carrier has been reported by G. A. McAuliffe ("Vestigial Sideband

Modern', MARP TASK 0903, 3-22-6d)}.

In Deltamnodulation the information signal is converted into a sequence

of binary pulses in such a manner that a reconstruction of it is obtained by

applying the series of binary pulses to a linear network., Es sentially the

pulses arj'é a measure of the change in input signal and offer the prospect of

sy e

L
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integrating the scanning system and the modulation system for a predictive
system which transmits the changes in image signal or the difference between

the actual signal and a predicted signal, For..'a detailed description of ''delta~

I

modulation' refer to the paper by F. de Jager (""Deltamodulation.- A Method

of PCM Transmission Using the 1-Unit Code'!, in _(_:ﬁgmmunication Theory,

EN

edited by Willis Jackson, London: Butterworths (1953), pp’119 - 137} and

> - i b

the paper by Lars-Henning Zetterberg (YA Comparative Study of Delta and

Pulse Code Modulation', Information Theory (Third London Symposium, 1955)

E

cdited by Colin Cherry, London: Butterworths (1956) pp 103 - 116).
P. D. Dodd has proposed a t&cfmique using Amplitude and Angle Modu-
lation on single sideband where the signal and its harmonic conjugate are

Hilbert tg:;ans.fcr of cach cther by a carried of a %yStem proposed by K. H.
i‘%' _

Powers ("’Thn Compatibility Problem in 8ingle-Sideband Transmission',

Proc. I.R.E., Vol 48, pp 1431 - 1436, Aug. 1960; SJ-IBM-Lib No. 42983)

from the analog case to the digital case,

'

Powers demonstrated that conveying the analog message in the square of

the envelope permits a phase function to be found for which the hybrid wave



occupies a width equal to a conventional single sideband. Dodd has pointed -
out that .s»'imple implementation is required for the corresponding digital case

and further that the phase information could be used as a redundancy check,

20|
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SPECTRA OF SOME PULSE SIGNALS

Norman Abramson

There are two primary theoretical questions which must be
..attacked in order to analyze and synthesize systems capable of
cfficient image transmission and storage. These questions are:
{a} "What are the possible methods of encoding redundant two-
dimensional images into one-dimensional waveforms?' and

{b) "What are the bandwidth requirements arising out of a solution
to question (a)?"

In this note we shall attack the second of these guestions.

We shall investigate the bandwidth required by a large variety
of pulse signals which might arise from a solution of the coding
problems. Clearly the solutions of the two problems we have out-
lined are not independent. The coding method we shall want to use
will depend upon the bandwidth requirements of the output of the
encoder. The bandwidth in turn will depend directly upon the coding
method selected. An analysis of the bandwidth required by some
possible encoder outputs can be expected to suggest efficient coding

methods.

R T T T S,

First we establish some notation and elementary results which
we shall use in the rest of this note. The Fourier transform of a
function g (t) will be dsonoted by G (f)
Gif) :f glt) e TN gr 1y
* w = 2uf

_g(t)zf Gi) e @t gr : (2)
o0
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A sample function of a stationary random process, x(t), does not have
a Fourier transform in the usual sense. We define the autocorrelation

function of a stationary random process as
Rx(-r) = E x(t+7) x (t)] {3)

where Ef*] indicates an expected or average value. The transform of
Rx(-r) is Sx(f), the power spectral density of x(t). Sx(f) provides an
indication of the bandwidth necessary to transmit the random process
x{t}), If x{t) and y(t) are sample functions of two independent stationary

random processes and

z{t) = x{t) y(t) (4)
then R {(t)=R_{1) R (1) (5}
z x v
and S (f) =S (f)* S (f) . (6)
z x v

where * denotes convolution,

Sampling Theorem for Known Functions: Let g{t) have a Fourier Trans-

form G{f) = 0 for [f[>W.

Then 0
glt) = z g, sinc 2W (t - X ) {7)
where b n
8, = &5y ) (&)
and sinc x = sin ¢ x (9

X

Sampling Theorem for Random Functions: Let x{t} be a sample function

of a random process with Sx(f) =0 for |f l > W. Then

x{t) = z x sinc 2W (t -~ -*2*-1\1”— ) | {10)
n
where 0
x =x{ W ) (11)
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Now assume we have reduced our two-dirnensional image to
a simple voltage as a function of timne by scanning. We can determine
the pulse rate nccessary to represent this voltage by a direct applica-
tion of the sampling theorem, If there are no frequencies greater than
W cps in the voltage then the voltage can be represented by a seqguence
of values taken at the Nyquist rate of 2W per second. We are interested
therefore in determi_ning the powe'r spectral density of random pr'dcesses

of the form

n

v = ) x bt -zh 0) (12)

n
where the x are samples of the random process x(t) representing our
poi
image

n
x = X(ZW -0) (13)

where p{t) is some arbitrary pulse shape and where 8 is a random
variable intrbduced only to provide a random phase. The probability
density of & is assumed uniform from 0 to “é%f For example, if the
pulse p(t) is narrow and rectangular vy{t{) might look like

y(t)
—_— O e
x1 N 1
S,
ij::_:_::@w_:ﬂ__fr —r— | :

O

Figure ] EXAMPLE OF y(t)



It is of course also possible for p{t) to be a wide pulse (compared to

1
oy S° that pulse overlap occurs. We are also
interested in the spectral density of y(t) for various statistics of the

the pulse separation

x and for various degrees of correlation between the successive x .
n n

In order to determine the spectral density Sy(f) we use the trick of

introducing the new random process Aflt) composed of a periodic train

-

of impulse functions § (t) of random phase

1
Alt) = Z 5 {t - ﬁ"i‘ a) (14}

The autocorrelation function of this random process is

n
= T - ——
RA(T) 2W Z 5 (r W ) (15}
n
and the power spectral density
2 7
SA (f}y = (2W) z 5§ (f - 2nW) {16)

n

The reason for introducing A(t) is that now we may write y{t) as

z x p(t -nT+ ©)

n

p(t) e z xn §{t = nT+ 6)

y{t)

= plt) % [ x(t) 5 {t « nT + ©) ]
2

= p(ty= [ x(t) alt) ] (17)

Lo
2



Now using {6) we can immediately obtain SY {f). Let P (f) be the Fourier

transform of p(t}).

— 2‘ poid
s, = [PO]T {5 1) *5,(1)] (18)

The convolution (18) is easily performed since SA(f) consists of a

sequence of § functions. ' T
S (f)= |2w P ()] ¢ T S {f -2aW) (19)
Y Lﬁ x

Example: To illustrate the application of (19} let the x be samples

of a whitewbandlimited random process with

1
Sx {f) = {ZW 1 f I_<_W (20)

elsewhere

and let p (t) be a rectangular pulse of width T

p (t)

ol =

T
2

7 e

Figure 2 RECTANGULAR PULSE

-
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Then
P() = sincfT (21)
and (19} becomes
S (f) = (2W sinc £ T)° N s (f-2aw)
Vi _ L. X
n -
. 2
= 2W sinc fT {(z2)
Equation {(22) is sketched in figure 3
S ()
Y
, .
-2 =1 1 2 3
T T T T T

Figure 3 - EXAMPLE OF: POWER SPECTRAL DENSITY
For some applications a more useful form of the power spectral
density is obtained by first calculating RY (t}). The Fourier transform
o0
of iP(f) }2 is f p {t} p (t+ 7)) dt. We define
20

o0

wf p (t) p(t+-r)dt§p(1-) ‘ (23)
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Then we transform (18) to get

R {t) = pla)* [R (1) R ()]

Y
= plr)* [ R_{v) ZWZ5(T ;\:\)]
11
r 2 EEEN LI
= 2W p (1) z R (5w 8 lv-55)
n
n n
= 2W z Rx(ﬁ) o (T "i"\‘;\?) (24)
11

. T .

Examples: Several examples are possible to demonstrate the utility
of {24}, First consider the case of independent pulses with the X

chosen according to some density p (xn). Then

x {25}

2 . . -,
where Gx is the variance of the x and x 1s the meanof x . We also have
n

n

n
R —
x(ZW )

I

i oo
E [ =45 x ()]

(t+5o) ] E [x ()]

u
=1
b

it
#
St
v
&

Now, using (25} and (26) in (24) we get (for independent pulses)



wﬁﬁ ;
2 i
-

- W@

2 —. 2 n
R_(T) =2W g p(7) + 2W (x) D et B
Note that the second term on the right of (27) is periodic., Therefore
~-this term will lead to discrete spectral lines at frequency W and
harmonics of W in the power spectral density. Note further that in
- . . s . 2 =2
the common case where x = 0 this periodic part vanishes, Gx = %

and we are left with

_2
R (1) = 2W x p (7
b4
o0
2
= 2W x plt) p{t+ 7)) dt
% (28)
The power spectral density then takes the simple form
-2 2
s, 0 = 2w % [P | (29)

As a further example of (24} we take the case where some correlation
exigts between the amplitudes of adjacent pulses but the amplitudes of
non-adjacent pulses are independent, For simplicity we shall take

x = 0, Assume the correlation is given by

2 _ —2 .. ‘-""L Param j
E[ xm] = x -
_2
El n n+1] - ax
Elx xp.51=0 | > (30)
Then {24) becomes
-2 —2 1 1
R = 2W + W a - —_
Y(T) x P(T) 2Wax {pl7r ZW)+ p(-r+2W)

[ o
A

(N

4-} Nt
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Transforming (31) yields

-2
+ Wax ]P(f)}acoszn——fu

12
ZW

-2
2Wx | P (f)

SY (£)

‘2W§2 ey |2 [ 1+ 2 cos

it

(32)
Comparison of {(32) with {29) shows the effect on the power

spectral density of introducing correlation between adjacent pulses,

L I . R

Another type of signal which may be of some use in transmitting
and storing image information is the random telegraph signal. This
signal has been analyzed in several books (e.g., ""Random Signals and
Noise', by Davenpbrt and'Root). We shall define the random telegraph
signal and then develop a method of analyzing a generalization of this

signal which appears to have some uses in image transmission

x (t)

10 I |

(' b

Figure 4 - RANDOM TELLEGRAPH SIGNAL

The random telegraph signal is assumed to oscillate between i.2 two
states '""zerc' and '""one' at an average rate of a transition per second.

The transitions are assumed to occur completely at random; more



precisely the occurrence of transition times obeys the Polsson probability
law. I P (k; 71)is the probability that we will have k transitions (zero

to one or one to zero) in a time interval v, then

k
P(kjr) = 2l AT (33)

-

Davenport and Root (page 62) show that

o -2a IT]

1 1
Rx {t) = 2 + 4 {34)
and also that (page 104)
S (f) =% s(f)+ —B (35
x ' 4 2 2 )
48. +w

We define a generalized random telegraph signal by allowing

x (t} to assume one of a continuum of possible values rather than merely

zero and one,

x(t)

Xl X3

LT
NN[

_I
{ '

x
X9 4

Figure 5 - GENERALIZED RANDOM TELEGRAPH SIGNAL

The values of x (t) after successive transitions are labelled

X_10 Xgr Xps Xy o - o . The x are assumed to be random varizables



. - . 2 .
with some density p (x) giving 2 mean x and variance 0. - It is not
assumed that the x  are necessarily independent, We assume that the
n

correlation between x; and x;j decreases exponentially with the differ-

ence ] i-j '1. The correlation between x and Xj is

' - = 2
iy = E[(xi.-xi)(xj-xj)]/(]'x. )
Il -} l (36)
where p i1s some constant satisfying I o 1 <L
Note that {since ;i - x. = x }
2 _ -2 '
Gx pij - E[ xi xZ ] - (x) (37)

= e w e e e e e o e o oEm M s e o o=

In order to find Rx (T) we focus our attention on the number of

transitions of x (t) in an interval . For v >0

Rx(T) = E[ x(t+ 7)x(t)]
2
=P(O;T)E[xi]+P(l;—r) E[Xixi+l]
+ P{(2;:T) E[xi xi+2] + " "
- 2 —~2 - 2 —
= e T [0, + (x) ] +31”—'!5- e aT{prJr(X)Z]
2 - -
ATl -ar [ 02 o2+ @]
' 3
-a 2 3
+ (a:—;") T[O_X o + (X) Tt e .

1

2
-z 2 a
o T[G L PBaT 2.+(p T) 2 ]
.ox 1! x

N
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2
- — 2 & _2 ) —2 a1
PR s R B %
2 -G z — -
_ T o T ep:l'l‘_l_ (x)ze aT ea'r
>x
2 -ar (1 - _2
N R

(38}

The previous calculation was valid for T > 0. Since Rx {T) is an even

function of T we have

2 -a 7 (1 -p}+ (;)2 (39)

The classical random telegraph is of course a specizl case of the

e N
— 2 —Z'O-X~4“np‘-

Note that with these values of x, O'X and p (39) reduces to (34).

generalized random telegraph signal with x

To find the power spectral density of x (t) we transform (39}

2

s 6 = @ s J
w T (l=-p) a

(40)

2

We may obtain several useful facts from (40). First the mean
value of x will affect only the first term -- (;:)2 § (f} - - corresponding
to the DC power of x {t), Second, even the variance Oﬁ has no signifi-
cant effect on the bandwidth of x (t}. The variance zppears only zs a
scale factor on the second part of Sx (f}. TFinally note that the corre-
lation between the x has a most direct effect on the bandwidth, We can
obtuin quantitztive measures of this effect from (40)., Tor a qualitati-».re

measure of the effect of p we sketch SX {f) below in figure 6.
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Figure 6 - POWER SPECTRAL DENSITY OF GENERALIZED
RANDOM TELEGRAPH SIGNALS FOR TWO ¥ ALUES
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