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Abstrect

These notes on "Communication Theory in Science and
Roligion™ were originally prepared for & seminar. It is
now proposed that these notes be edited for use in Chspter (&
:Z2: Distribution of Negentropy in Politicsl Organization
of the book pioposad in S.E.P. No. 65 (12/18/61). This
nocte does not contain anything essentially new, The object
13 ¢to bring certain ideas to the educated lsymen, so that
the public can better understand the content and uses of
modern sclence. The toplcs Included here are:

(a) Information Theory

{b) The Second Law of Thermodynanmics

(¢) The Life Process .

(d) Conditions of Maximum Negentropy

(e) Consistency of Principle of Political and Religious

Freedom with Maximizing Information or Negentropy, and

(f) Questions Brought Up Concerning Use of Information

Theory.
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Introductory Notes

This issue of Socio-Engineering Problems 1s one plece
of a plan to help promote the "humane use of sclence™ and
to properly distinguish between "pure science™ with its
"freodom™ and "technology™ with its "social restrictions.”
I% 1s my hope that this series will be of value in dealing
with the issues discussed by Peul Goodman in "The Human Uses

of Science", Commentary 30:461-72, Dec. 1960. I also hope

that when these l1ssues are pleced together to form a book,
that thls material will be useful in developing the "criticlsm
of computer spplications™ started by Mortimer Taube in his

boock: Computers &nd Commen Sense « The Mxth of Thinking

Voehines, N.Y.: Columbia University Preas (1961).
Part of the material in thls note is derived from

Shannon and Wesver, The Mathematical Theory of Communicstion

Trbana: University of Illinois {1949) and some parts may
be derived from discussions with Professor Stuart Dodd,
Univeorsity of Washington. Therefore these sources will have
to be carefully checked for proper acknowledgement before

publication.

Frederick B. Wood
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{z3) Information Theorwy

Consider the categories in Table I. Can you group
into two classes conteining related categories? The
firgt three sre obviously related by theilr common properiy
¢f being physically messureable quantitlies. Numbgrs 5 and
6 cannot be weighed or messured with a yardstlek. There

wetining sbout vbeauty and mslody which 1iIs not reduced
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scasureable units; these categorles involve emotlonsl
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feelings which are complex while they are more slementary
in hunsn development. Does entropy belong in Class I or II?

atropy Is a measurs of the ratic of disorder to order, =
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e of something sililar to beauty snd welody, so it
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belonzs in Class II. Yet at the same time, entropy in
thermodynanics (the relationship between heat and energy)

s a me2suresble quantity defined by equations. Thus the

|

concept of entropy becomes & link between the sclentificslly
meesuretble and the emotionally besutiful.

The mathemstical theory of informetion establishes a
measure of the gmount of Informetion in a8 message. The
theoretical information carrying capsclity of a telephone
or telegrsph channel is predicted by information theory.

The reduction in capaclity due to physicel nolse 1s treated
by information theory. A sample communication system 1is

illustrated in Fig. 1.
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CLASS
CATEGORY I 11
1) Distance i X
;
2) Mass l X
i
3) Electric FPorce || X ,
L} Entropy ?; ? : ?
5) Beauty §§ ] X
i ;
6) Melody i f X

Tsble I. Classification of Categories
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crount of information in a telegrsph tranamlssion

Le Gnou
sohlen 2o equivelent o the concept of entropy in Thermoe
dvronices. The bagic laws of thermodynemlics are:

Zoh Fewrs Concenvaticn of Energy

o= Tmiir EHeat will not of ltself flow {rom one body

to anobther bedy at a higher temperature.

gocond law c&n be rostated In the form that in any hoat
“low procecs the total entropy always incrosses or remains
“ho zane, f.e. in the leng run entropy Inceresses. Thils

correopondés to & gradual degradation of energy toward a

wnliforn tempersature.

Srillowin p.1153; Colliert's Enc. 9-6003

Biologlcal systems pressrve or incresse order,
Gocroscing entropy.s The 1life process represents local
revorsals if the degradation processes predicted by the
ceeond 1sw of thermodynamies. The units of informetion
Gze roiated to both the 1ife process and to negativew

sntropy (or "negentropy") in thermodynamics.
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2, Schroedinger What is Life?
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Fig. 1 Communication System

Entropy
ASg = ag/ry,
Heat (ap)

K\\ji_mﬂ//%“‘“‘ﬁ:?rk (WA)

Work (WB)

Absolute
Heat (qg) Temperature

izt Law: Wy - qy 4+ Wg . qpg =0

2rg Lews A S, +8 SBZ«O

4y > Tp , heat flow from A to B-, no work

ThentASy ¢ASg = dg (1/Tg - 1/Ty)>0

Fig.2 Thermodynamics



Comditions for Mazimizing Negativs Entrdpx
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Paysically entropy can be stated as:
S = X 1ln P, where
k is the Boltzman constent of 1.38 x 10'166rg/oc
1n means "logarithm of", and
P = The number of elementary states of a sygtem
In information theory the negentropy of a message
of n symbols, each symbol having a probabllity P,, is:
H=-(P) In Py ¢ P5 1n Py & evceee # Py 1n P)
The condition for maximizing H for a fixed n, is thet
Py = P2 T seese = Pn, i.,e. equal probability for each of

the n symbols.

(e} Consistency of Principle of Political and Religious

recdom with Meximlzing Information or Negentropy

If we take the formula for Iinformation or negentropy
and substitute n philosophical systems (or political
systems) in place of the n symbols of & message, then the
probabilities of occwrrence of the respective phllosophies
among the population of s Eountry.

If one philozophy 1s required by all on instruction or

&

order of a dictator and this philosophy 1s number "k",

H=«(01ln p; 40 Inpy 4 ... 1lnl 4 «.-. ¢ 0 1n 0)
H=20
Thus the requirement that people adhere to an officiél
philosophy 13 equivalent to & zero contribution to the

negative entropy or the "life process”.



For example, if the probsbilitles of fowr different
philosophles are as Indicated 1n column one to four, the

negentropy is &8s indlcated in column five.
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(f) Questions Broucht Up Concerning Use of Information

Theorvy.

Can the concepts be described in terms of the ratio of

"disorder™ and "order"™, so thsat unfemiliar terms such as

"negentropy™ do not have to be used? -

How can the confusion over whether disorder 1s good or

bad be resolved?

Can good things be made better through the use of
Information theory? _

Is there not both "good; and "bad" information?
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